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Although there has been extensive work on content-based image retrieval, there has

been a lack of benchmarks and in-depth analysis that quantify the impact of widely used

techniques such as PCA, inverted files or TF-IDF in terms of quality (i.g. similarity) and

speed gain. This thesis describes benchmarks that measure the variations in performance

experienced by a CBIR system when such techniques are included. This work also

studies the behaviour of a CBIR engine when PCA is being applied on early stages of

the feature extraction procedure in order to preserve as much information as possible and

keep its structure as intact as possible while addressing the curse of dimensionality and

computational speed issues. Major conclusions that can be drawn from the experimental

results are that TF-IDF provides a low-cost and very stable boost in performance and

that the use of PCA does not necesarily imply a drop in performance but it can actually

help to reduce the influence of noise in the data and therefore improving quality.
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Chapter 1

Introduction

In this chapter, a brief overview of Content-Based Image Retrieval, along with the issues
and challenges that this field presents to science, is going to be conducted as well as the
description of the contributions this thesis makes.

1.1 Motivation

The field of Content-Based Image Retrieval (CBIR) is one of the most interesting and
captivating research areas in computer science now days. It has a lot of potential in a
large number of scenarios and it seems very promising in terms of the results researchers
are obtaining. This work is going to focus on some approaches and techniques used in
this field for which detailed analysis have been missing, and combine them in a way so
that the benefits they provide can be maximized, resulting in a more robust and effective
system due to the increase in quality and tolerance to noise.

The idea is to analyse the way CBIR systems are currently being built, the methods
that are being combined and the order in which they are implemented. Then a test
scenario is proposed based on the results obtained by the other CBIR engines and then
the tested system is going to be slightly altered to see if that produces a variation on
quality measures, namely time consumption and accuracy of the results being displayed
to the end user.

1.1.1 State of the Art of Image Retrieval

In its very essence, the procedures followed by a CBIR engine can be described by a
generic method, regardless of their particular algorithms and techniques. Figure 1.1
illustrates the basic procedure to build a CBIR engine. It simply scans the image
describing certain characteristics or features and then it represents them using efficient
and meaningful structures. This structures are then stored together in a database so
that they can be retrieved later.

Once the database is loaded with the feature representation of the processed images, it
is possible to ask or query the system to get the most similar images it has indexed using
an image that is not contained in the database. The system will then scan the image

1



Chapter 1. Introduction 2

Figure 1.1: General procedure used by CBIR engines to build their DB. Properties are
extracted from an image, represented in a standard way and then stored in a database.

that served as a query, extract the same kind of features as from the reference images
and compare them separately. The images with the lowest distance are considered to be
the most similar images (also known to as the hits).

Figure 1.2: Querying procedure once the DB is loaded. A query image is processed
the same way as the images in the database. Then the data from the query image
is compared against the one of the images in the database and the results are sorted

according to the similarity metric in use.

Now the most interesting and critical part of a CBIR engine is the kind of features that
are going to be extracted for comparison (and the method by which this features are
going to be extracted and stored). There are countless approaches to analyse the data
within an image, all of them offering certain kinds of information about color, texture or
shapes. Most of these methods are treating the image as waves, as a collection of pixels,
or as n-dimensional histograms (in the case of grey scale images for instance); there are
also analog techniques that borrow some principles of some other domains such as the
text domain and treat images in a similar way words and documents can be indexed.
Finding the right features and the way they have to be combined together is of critical
importance to achieve good retrieval results. More details about the different features,
their structure and advantages are mentioned in chapter 2.

1.1.2 Keeping the Balance: Scalability vs. Reliability

Given the size of today’s online image repositories [1–4] (e.g. Flickr, Facebook, Pho-
tobucket, ImageShack) and web-users’ surfing preferences regarding waiting times and
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quality of the information, an ideal CBIR engine would be able to operate on a nearly
unlimited body of images and throw optimal results in a very short time. The problem
of space, time and quality becomes an issue once the DB grows large enough. To save
space in the DB, there are a lot of well known image compression algorithms but since
the DB also has to store the features that were extracted for each image, techniques
have to be developed in order to compress or to dismiss parts of the additional data that
is further describing every image.

Using a naive approach, the more images there are in the database, the more comparisons
the system has to perform in order to find the most similar image (also known to as the
nearest neighbor or simply the NN ). In an ideal environment, it would be preferable to
store as much information as possible about an image but comparing all this data would
slow the system down and it eventually would become unusable because of the time it
would take to perform a single query. Sometimes CBIR engines implement algorithms
that use the notion of approximate NN [5, 6] which basically consist on dividing the
information in batches so the list of possible NN is quickly being narrowed down; they
also can establish a particular criteria to truncate the searching cycle and return the
best NN found so far. This would make the system faster but it obviously implies that
sometimes the optimal solution is not going to be retrieved (i.e. affects the system
quality wise causing a drop in performance).

One aspect of CBIR systems that has always been rather difficult to measure is the
quality of the results they retrieve. The notion of “similarity” in the image domain
hasn’t been formally established yet and at the end, only the human judgement can
determine if an image is similar enough to another image based on the aim of the search.
Sometimes some people might disagree about whether two images are similar or not.
Figure 2.14 tries to illustrate three examples of such scenarios: the first one compares
an apple in the grass with a green rectangle and a red circle; although their shapes are
similar, the amount of colors and the textures do not match at all. The second one
compares a field of roses against just three roses (which correspond to a zoomed version
of the image above. The last one shows an image of an island and a picture of a horse.
How similar they really are?

This last aspect is better known as the semantic gap. The general notion of the semantic
gap referes to the difference between the representation of a particular object in two or
more languages and the information that is being omitted when using one or the other
language. In the image domain, emphasis can be done on very different visual properties
that need to be parameterized (refer to chapter 3 for some of this properties) in a way
that they can be linked back toghether and reflect the interpretation that a human being
can give to an image.

1.2 Motivation for using TF-IDF and Patch-Based Ap-
proaches

As mentioned in subsection 1.1.1, the amount of features that can be extracted from an
image is very numerous and it is almost impossible to put them all together. One of
the most successful and wide-spread features for image representation is the patch-based
approach which basically finds all the most “interesting” areas within an image and then
describes their shape and texture. This method is considered to be very reliable because
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Figure 1.3: Sometimes not even humans can agree about the notion of similarity.

it can handle a wide range of different changes in the structure of the image (it doesn’t
take color into account). Rotation, scaling and affine transformations in general can be
tolerated if within a certain range. It is normally being used as the base of all CBIR
engines now days [7–13]. More details about how the patch-based approach works are
giving in chapter 2.

The TF-IDF scoring system is a method taken from the text domain to determine the
relevance of certain words in a document. A basic example would be if two documents
contain the word doctor ; the first document is a medical report and the second one is a
fairy tale. In the first one, the word doctor can appear multiple times but it won’t give
too much information about the actual content of the report whereas the occurrence of
the same word within the second document would provide information that could be of
relevance in classifying that particularly fairy tale (e.g. the existence of a character who
is maybe a doctor).

This two techniques can be merged together by classifying the patches obtained by the
patch-based approach according to some pre-defined vocabulary or codebook. Every
occurrence of a particular vocabulary entry is then accumulated and a histogram of
vocabulary entries is generated. Since the vocabulary is known in advance and it is
restricted in the amount of terms it can hold, a TF-IDF score can be computed so that
the terms in the vocabulary that aren’t important enough can be dismissed or punished
and the relevant ones are rewarded by getting a better score. This way, the patch-based
approach gets a boost in performance by giving more or less importance to some parts of
the descriptor it generates. Throughout the development of this thesis, this combination
will show that performance is increased while keeping time and memory overhead to a
minimum.

In this chapter, a generic description about CBIR has been provided, how it works and
why is it interesting to try to further improve such systems and therefore, justifying the
work presented on this thesis.



Chapter 2

Background Theory

In this chapter, there will be a general overview of some of the main techniques, methods
and theories that underlie CBIR systems; the kind of information that can be extracted
from an image and the way it is being represented in a computer. Finally there is a
review of some previous work that has been done in the field of CBIR that closely relates
to the ideas being developed in this thesis.

2.1 Image Features

An image can be viewed as more than a collection of separate pixels. There are countless
relations that can be found among pixel values according to the scale, interpretation and
even the notation being used for a particular image. Lets start by giving a very brief
overview of the most commonly used elements that CBIR engines focus on while scanning
an image.

Color

Figure 2.1: A global color histogram is created from the picture of a rainbow.

Color would be one of the most obvious things to focus on when analysing an image.
On a global scale, an image can be represented as the occurrences of a color within
the image, creating a histogram where every entry corresponds to a different color and
the height of each entry would be the amount of pixels that have that particular color.
Figure 2.1 shows a simple example on an image of a rainbow and its corresponding global
color histogram. Another approach to take advantage of color would be to segment the
image and generate local histograms for each image segment as shown in Figure 2.2.

5
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Figure 2.2: Several local color histograms can be build on segments of an image.

Texture

Almost all objects that are normally caught on images, contain certain local patterns.
These different patterns occur due to the type and structure of material the objects are
made of. The variations on the pixel intensities and the existence of patterns within
those intensity variations are the ones that texture features are focusing on. This kind
of “repetitive” change in certain parts of an image can be represented as gradient vectors
and with those, texture can be indexed by creating a histogram just like the one used
with the color features but this time, every bin will represent a certain kind of texture.

Figure 2.3: Although this is just a grey scale image, the shapes are clearly recognizable
due to the difference in their texture.

Shapes

Shapes can be considered as a particular kind of texture. Since shapes also rely in
the detection of edges, corners or boundaries, these methods look for strong intensity
variations within a small area. This changes are then often represented as gradients and
therefore the relation to texture.
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Three of the main shape detector approaches are the edge, blob and corner detection.
The edge detection is focused at finding strong variations in the intensities of an image;
the corner detection works just as the edge detection but additionally, it looks for sudden
changes on the direction of the edges; finally, blob detection operates on smooth images
that can’t be analysed by neither an edge nor a corner detector.

Figure 2.4: Examples of a blob detector (a) and an edge detector (b).

2.2 Local Features

As stated before, the local features have been one of the most successful methods that
are being used in current CBIR systems. The idea of local features takes into account
the relations between the data withing a neighborhood. Properties such as geometry,
color distribution or texture can be indexed to represent as much data from an image
as needed. This way, a finer analysis can be done and more relevant information can
be retrieved from a single image. Depending on the type of data being analysed in the
image, local features provide a more robust way of collecting data. Figure 2.5 shows
an example of two images that are completely different between each other but have
very similar global color historgrams. In this scenario, local features can give more
information about the distribution of color among certain images and tell a potencial
system that the images are not as similar as they seem at first sight.

2.3 Invariant Features

With some frequency, images might contain information about three dimensional spaces.
Everytime we take a picture of an object or a person, all the spacial information gets
reduced or lost, making the recognition of 3D objects a much more challenging task.
If a CBIR system wants to identify and retrieve images based on the appearance of a
particular object, the system should be able to recognize the object even if the camera
has a different angle, if it is at a different distance or even if partialy occluded. For
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Figure 2.5: In some scenarios, local features can provide more information to make a
decision on weather two images are similar between each other or not.

this kind of scenarios, invariant features are very useful because they provide robustness
along a variety of changes in an image. The most interesting attributes of this kind of
features are:

• Scale invariance

• Rotation invariance

• Tolerance to slight changes in the viewpoint

• Tolerance to noise and changes to the illumination

As explained in [14], the invariant features can focus on the intensities of the images
(i.g. processing a greyscaled version of the image) as well as in their full color version.
A very popular invariant feature developed by [15] makes emphasis on the texture of
an image and it is able to maintain the consistency among transformed versions of
the image (e.g. affine transformations). This algorithm, known as the Scale-Invariant
Feature Transform (SIFT), exploits the gradients to describe an image as a set of local
regions that are going to be considered as interesting within that image. Although there
are many variations of it [16, 17], it’s still not robust enough to work as the only image
description technique but it does provide a baseline upon further enhancements can be
built on.

In this work, features are going to be extracted from a data set of images and they will
act as the base for further calculations in order to improve the behaviour of a CBIR
system.

2.4 Distance Measures

So far, several methods to detect and represent image data have been described. Another
aspect that influences how a CBIR engine sorts the result images of a query is the
function that determines how similar the image descriptors in the database are. This is
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a very critical part of the system since it is here where the semantic gap becomes more
evident. Depending on the type of data being compared, an adequate distance measure
(also know to as dissimilarity measure) should be used so that the semantic gap can
be shortened as much as possible. One aspect to consider when choosing the distance
function is that it takes advantage of the structure of the data (e.g. histograms, scores,
coordinates) and that it establish a total order relation among the set of images in the
database. So far, all features being described here can be represented as histograms and
hence, the dissimilarity measures that are suitable for such data structures are (among
others)[18]:

• Euclidean distance

• Manhattan distance

• Jensen-Shannon divergence

• Chi-squared distance (χ2)

The Euclidean or L2 distance just refers to the distance between two points in an eu-
clidean space. The Mannhatan distance (also known under other names such as the
taxicab or L1 norm) reproduces the distance a car would have to travel between a city of
pure squared blocks, like a taxi in the city of Manhattan would have to and therefore the
name. Another way to see it is the way a king can move in a chessboard. The Jensen-
Shannon (also known to as JSD) is a distance measure for probability distributions.
Departing from the fact that the image descriptors follow some kind of distribution,
this function can be used to rank results in a CBIR system. Last, chi-squared distance
is used as a correspondance measure to the distributions of the χ2 with k degrees of
freedom.

Figure 2.6: The dissimilarity measure used in a CBIR engine can cause an important
impact on the results. The distance measure is the one that tries to breach the semantic

gap.

2.5 Theory and Algorithms

In this section, there is a more detailed explanation about the algorithms to extract
image features as well as an in-depth review of the theory undelying them and the
structures they take advantage of.
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Regardless of the implementation details and even some changes on the procedure, a
patch-based feature extraction follows a simple line of execution that involves three
steps:

image preparation: This is a pre-processing step to enhance the characteristics of
the image. This processing stage can be skipped but in some cases it would greatly
enhance both, time consumption during feature extraction and quality of the results
in terms of similarity. In this stage the image can be scaled to a specific arbitrary
resolution that meets the requirements of the system. Normally images will be resized
to a resolution below the 1 megapixel threshold. This measure is rather empirical and
it can vary depending on the requirements of the system. An image scaled to VGA or
SVGA is still containing enough information about the texture to be described by the
patch-based method and yet not too many pixels to be scanned. It’s always good to keep
the compromise between time and quality. That way the user doesn’t get tired of waiting
while the results being retrieved meet the expectations. Another adjustment that can
be made prior to feature extraction is a light normalization and grey scale conversion.
Even if this method is tolerant to illumination changes, the detection of the interest
points will be faster and therefore improving time performance. This is because image
normalization makes the noisy areas in the image more flat and hence the actual edges
can be detected more easily. Some times, smooth areas such as a wall or a piece of paper
can get noicy because of lossy compression algorithms or even by scaling procedures [19].
Three-band images can also be processed as proposed by [17] but it also adds overhead
and it doesn’t improve resutls in a significant way. Since there are many ways to embed
color information to a patch-based search, considerations about the impact of color in
such systems is out of the scope of this work.

interest point detection: During this stage, the system goes through the entire
image looking for what is known to as keypoints or interest points. A point is considered
to be interesting if it meets two basic conditions according to [15, 20, 21]:

• The surrounding area of this point presents a significant change in illumination
(i.g. is in the middle of an area with a high contrast). Common areas for this are
edges, corners or borders.

• This area is not prone to change too much in the presence of noise. To evaluate
that, the potential area of the image is analyzed at different scales and then reaffirm
that this is still being an interest area even when scaled. The scaling is done using
a Gaussian distribution which blurs the image.

In order to find such points, [15] uses an iterative scaling and filtering method that tries
to reproduce the way humans extract relevant information from images. It consists of
passing the image through a couple of blured images (using Gaussian filters) and then
comparing them by substracting their values. By doing this, the relevant parts of shapes
and edges remain in the image whereas noicy parts and clutter get reduced. This process
is done several times at different scales in order to assure the stability of the edges. An
example of how such a filter looks like is shown in Figure 2.8. In this example things
like the face of the lady, her hat, the feathers and even parts of the texture of the hat
are being kept. Glitter from the illumination and different shades of skin tones are no
longer visible in the filtered image.
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Figure 2.7: Example of a detected keypoint. It is represented using a vector that
shows the direction on which the difference of intensities is pointing to and how strong

that change is (norm of the vector)

Figure 2.8: By applying a DoG, the image keeps the relevant information about the
shapes and the edges that are going to serve as candidates to become interesting to the

Interest Point Detector.

interest point descriptor: Once a series of keypoints has been detected in an image,
the next step would be to represent those keypoints and their surrounding area in a
meaningful and efficient way. There are several approaches [14–17] but for this work the
Scale-Invariant Feature Transform (SIFT ) descriptor was used. This SIFT descriptor
takes the coordinates of every keypoint and takes an area of 16x16 pixels around that
keypoint and then it assigns an intensity gradient vector to each pixel in that grid.
The gradient is computed using a 4x4 subwindow. Then, all vectors are normalized
and grouped together forming a matrix of gradient orientations (see Figure 2.9). Every
vector on each ’star’ is representing the accumulated impact of every single gradient that
was first computed, to any of those main orientations. Finally, since their origin is the
same, these ’stars’ can be represented as an 8-bin histograms where each bin correspond
to the magnitude of one of the main gradients.

2.5.1 Comparison with Text Retrieval Methods

Once the patch-based feature extraction has been applied on an image, there will be
n descriptors with 128 dimensions, where n is the number of keypoints that have been
detected in the image. Usually the quantity of keypoints ranges between 2000 and 5000
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Figure 2.9: Process followed to represent a keypoint. (a) The keypoint is found. (b)
Gradients on every pixel is computed within a 4x4 window. (c) Gradient normalization.
(d) and (e) The magnitud of every gradient is put together to form the final numeric

descriptor array. This process is then repeated for every keypoint of an image.

per image (when scaled to VGA1) and therefore, the cost of storing all this information
for each image would be even bigger than the cost of storing the image itself. For that
reason, further processing should be done to compress these descriptors, still maintaining
a meaningful structure for the comparison of the images.

Turning the attention into other fields where information retrieval has benn successfully
implemented, the text domain appears as one of the most reliable and studied areas
where retrieval engines have succeeded (where Google presents itself as the most solid
example of it). One of the most spreaded way to index text [13, 22] is as follows:

Given a set of documents,a word count is performed. A so called stop list prevents
words that are very common (such as the, of, from, to, etc.) to reach the actual index.
The word count for each document is then alphabetically stored as a list of numbers
that correspond to the amount of occurrences of a particular word. Figure 2.10 shows
an example with three documents that only contain one phrase each. If only the words
cook, dinner, kitchen and work are to be considered for building the descriptor of each
document, they will look like the ones in Figure 2.10 (b).

For this method to be useful and portable to the image domain, it will be necessary to
have three elements:

1Although the number of interest points obtained can be adjusted by manipulating a threshold, the
default values on the original algorithm by [15] output these ranges. They can also be seen on the
experiments carried out by [7]
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Figure 2.10: (a) Three documents containing one phrase each. (b) Table of word
count for three significant terms in the documents

• A set of terms that represent written words.

• A document-like structure where these terms can be grouped.

• A restricted and countable vocabulary of terms to look for.

At first sight, it can be assumed that keypoint descriptors can play the role of words and
images are the structures to group them (i.g. the equivalent to a document). To build
a vocabulary, it is first necessary to make some adjustments regarding the uniqueness
of every descriptor. An example of this is being shown in Figure 2.10. As the words
cook and cooking refer to the same action, they can be safely joined into the same root
word cook. For this, a dictionary of standardized words is needed and the same concept
can be applied to the image domain. The idea is to create a finite catalog of generic
descriptors that reflect the essence of the descriptors. Such a structure is known to as
the codebook.

To explain this concept, lets assume the descriptors are only 2-dimensional arrays:

Advantage can be taken of the fact that, since the numbers of the keypoints are describ-
ing a particular kind of texture, similar texture would be close together forming clusters
(Figure 2.11 (a)). Then, an algorithm to find the centroids of these clusters is applied
and from then on, every keypoint descriptor can be mapped to a cluster center and the
descriptor will just count as an occurrence of that particular cluster (Figure 2.11 (d)).

This way, the information being extracted from an image, can be compressed and sum-
marized in such a way that it is still meaningful and provides a system with enough data
to be able to differentiate two different images.
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Figure 2.11: (a) 2D descriptors in space. (b) Center clusters are computed from the
data. (c) A new point appears in space and needs to get a classification. (d) Distance

is calculated to every cluster center and the closest one is chosen.

Figure 2.12: (a) The original image. (b) Keypoints are extracted and matched against
the codebook. (c) The table with the histogram of visual words is generated and the

image gets indexed.



Chapter 2. Background theory 15

2.5.2 Inverted File

Now that the descriptors of an image are being mapped to a generic codebook-based
structure, each image is being represented as one numeric array of size s where s corre-
sponds to the length of the codebook. Figure 2.12 is using a codebook of length 9 (i.e.
there are 9 cluster centers in the complete feature space). For this example, this might
work but given the diversity of the keypoint descriptors generated by the patch-based
feature extraction, the codebooks need to grow much more in order for the clusters to
be meaningful enough. In chapter 3 and chapter 4 it’s being shown how the codebook
size influences the retrieval performance.

The problem that arises when the codebok becomes too large is, again, that of the time
and space consumption and hence it is necessary to address this issue. Fortunately this
phenomena is also present in the text domain. Since even pocket dictionaries contain
over a couple hundred different words which, transposed to the image domain, would
mean a codebook and image descriptors of over 100000 entries, a master index is built
to store all the information in the large descriptors in a compressed way and still not
loose any information. This is achieved by analysing the structure of each descriptor and
taking advantage of their growing sparsity as the number of entries increases. Refer to
[7, 22–24] for further information. It is called inverted file or inverted index and consists
of a list of all the documents that contain a specific term. Figure 2.13 illustrates an
example of how an inverted file looks like when based in a regular index.

Figure 2.13: The original index lookup table (a). Inverted file of the original index
table (b).

2.5.3 Term Frequency - Inverse Document Frequency

As explained in [22], the Term Frequency-Inverse Document Frequency (TF-IDF) is
another technique used in the text domain to improve the quality of the results retrieved.
It is normally used as a weighting score to determine the importance of a codebook entry
relative to the others. The TF-IDF is a product of two terms, the frequency of occurrence
of a term in a document and the importance of that term compared to the rest of the
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terms. Let i be the current image under investigation, j one term that occurs in i, ni,j

is the number of occurrences of j in i and nk,j is the total number of occurrences of all
terms in i. Then, given |D| as the number of documents and |{d : ti ∈ d}| being the
amount of documents containing term t, the TF-IDF score can be defined as follows:

tfi,j =
ni,j∑
k nk,j

(2.1)

idfi = log
|D|

|{d : ti ∈ d}|
(2.2)

tf -idf = tfi,j × idfi (2.3)

For example in a DB of soccer articles, the word sport or the word soccer are expected
to get a lot of hits. These words are not going to be stopped by the stop list because
they are not frequent in the English language but in this particular scenario, they won’t
add much discriminative information among the documents.

Figure 2.14: Improving reliability by combining the patch-based approach with TF-
IDF scoring.

TF-IDF operates over the common words (or bins in the inverted file) giving them a
low score so that they won’t have a powerful influence when comparing a document
containing this term. On the other hand, words that do not occur very often in a
document but are rarely contained in the rest of the documents would get more relevance
and thus, influencing the final rank of the document containing that term.

For the image domain, the same reasoning can be applied and instead of terms, keypoint
descriptors which are commonly appearing in all the images in the DB are going to score
lower when being compared against other images and vice versa for rare descriptors
occurring in just a few images.

2.5.4 Principal Component Analysis

Principal Component Analysis (also known to as the Discrete KarhunenLove Transform,
Proper Orthogonal Decomposition or the Hotelling Transform) is a data representation
technique proposed by Karl Pearson in 1901 [25] that focuses on the differences and sim-
ilarities of the data itself. It is well known because it helps to compress high dimensional
data [26]. It basically identifies in which directions the data is varying the most. This
directions should be orthogonal to each other (therefore they can be thought of to as
dimensions) so that the data can be fully represented in terms of these new directions.
The other less meaningful directions can be omitted so that they don’t suppose an im-
pact when making comparisons against other PCA filtered data. The information being
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lost when some of the dimensions are ignored using PCA is not critical because they
are the ones that contribute the least to locate data in space. Figure 2.15 shows the
process of identifying the directions in which the data varies the most (b)-(c), and the
final representation that fixes the non-relevant dimensions to minimize their influence
(d)-(e).

Figure 2.15: (a) The original data in a 2D space. (b) The main directions or dimen-
sions in which the data varies. (c) The data varies more along one of the dimensions
than the other. (d) The data is then represented along the most representative dimen-

sion. (e) Final data representation.

When applied to the image domain, given a high dimensional image descriptor (i.e. a
histogram of keypoints based on a large codebook), the principal components of that
particular histogram can be found and the others can be omitted, reducing the time to
analyse the whole descriptor. This also helps to alleviate the curse of dimensionality
by reducing the number of dimensions to be processed. More information about PCA
can be found in [25, 26]. Examples of CBIR systems with PCA implementations can be
found in [8, 14].

In this section there was a thoughtfully overview of the theory, algorithms and data
structures that can be found in a CBIR engine. All of these concepts and structures are
going to play a fundamental rol in the test scenarios of this work, since they are going to
act as parts of a puzzle. Depending on the order and how are they going to be arranged
and connected to each other, different outputs are going to be obtained. The idea is
to find a way to put them so that it optimizes these outputs and therefore improve the
overall performance of the system.

2.6 Previous work

In this section there is a brief summary of some of the work that has been developed
in the field of content-based image retrieval. CBIR systems relying on the combina-
tion of several approaches to improve both time and quality performance have been
implemented by [7]. They select a variety of techniques to address all of the issues that
impact a CBIR engine (i.e. time efficiency, disk space consumption and high quality
in the results) and propose a series of algorithms that can interact between each other
to raise performance in all aspects. The use of Hamming signatures to improve clus-
tering and the addition of a weak geometry consistency check to further enhance the
stability of keypoints in an image are their main contributions to the field. They show
an improvement of almost 100% (from 0.4 to 0.8 mAP in the best scenario) over their
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baseline measurements when large a codebook with multiple assignment is used along
with a combination of hamming distance weighting and weak geometry consistency.

Another system that aims to retrieve similar images relying on text retrieval methods
is implemented by [13]. The system specializes on finding key objects along multiple
frames from a video. By combining a patch-based approach (SIFT), a visual vocabulary
built offline and taking advantage of the TF-IDF measure to further improve results, the
system proves to be reliable enough for some test cases that only comprise objects within
a 90 minute film. This restriction is mostly due to the amount of vector quantizations
that the system has to make. They also adopted the concepts of spacial consistency and
stop lists.

There is a similar CBIR engine proposed by [10] whose purpose is to compare two
approaches to identify near identical video shots or images. One of them relies on
hashed color histograms while the other uses SIFT local descriptors and a min-Hash
algorithm for comparison. Although they lack of a ground truth for their experiments,
they were able to deduce that the former approach is more efficient in terms of speed
so they see a potencial use of this technique for video retrieval. The latter shows more
stability and reliablity but looks inconvenient when it needs to be scaled up.

Other prototypes also make use of aditional metadata to filter the results or provide
further levels of refinement in the results as well as dimensionality reduction techniques
to fight the curse of dimensionality and also improve speed. [8] builds a system that
is able to recognize landmark images in a large body of images. They implemented an
unsupervised landmark recognition engine by taking advantage of the SIFT descriptors,
geotag information, region-graph clustering, PCA, and some other filters to clean up the
model from non-landmark images. When the model is used for image content analysis
it reaches 46% accuracy which supports also match the results obtained by [7].

[12] proposes another system that can detect objects and link them to Google Maps or
Wikipedia articles without any human supervision. For that they need to classify the
images they want to “mine” using a hierarchical clustering. This approach was taken
because of its speed and robustness. They also rely on SURF descriptors to improve
time performance and also use the TF-IDF measure to find the best tag for every cluster.
Their results show that the system can reliably identify objects in the query images and
locate them in a map or an encyclopedia.

Some other works have addressed the clustering issue which also presents some diffi-
culties when being used in large scale. Since the codebook can grew indefinitely and
the performance seems to get better as more bins are added to the codebook, handling
big codebooks for NN matching becomes a serious problem. [9] explores a technique
to perform an approximate NN matching through the definition of a hierarchy in the
codebook. This approach can cut the NN search time to a logarithmic scale but still
can deteriorate the quality if the right parameters (such as the depth and the width
of the tree structure that represents the hierarchy) are not set correctly. They show
experimentaly how an image retrieval engine can retrieve resutls in real-time by using
the hierarchical clustering technique.

Alternatively the methods evaluated by [11] explore some other ways to fight the curse of
dimensionality that arises when the vocabulary used for image matching, grows contin-
uously. Approximate NN are compared against a flat vocabulary search. A benchmark
between hierarchical and approximate visual clustering is performed showing that the
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former can get much better results that the former and yet keeping the same cost in
terms of processing time and storage use. They also took spacial information to refine
the rankings although they point out that this should be enhanced if the system is aimed
to serve a large body of images.





Chapter 3

Materials and Methods

In this chapter there is a brief description of the CBIR system that is used as the
test server and the data that this CBIR engine is going to handle. There is also an
explanation on some basic setup parameters of the CBIR engine that have to be fixed
before starting the experiments.

3.1 Dataset: INRIA’s Holiday data set

In order to be able to test all the proposed techniques to improve the retrieval of a CBIR
enigne, is neccesary to have a set of images that recreates the conditions of an average
data set. For all the experiments in this paper, the INRIA’s holiday data set 1 has
been chosen. This provides a collection of high resolution images that contain different
types of scenes (such as landscapes, under water, fire, man made, etc). All the images
are grouped in 500 test cases where each group correponds to one place or object and
within each group, there are several images. The first one is going to be considered as
the query image and the rest of the images in that group are the result images. These
result images are taken from the same target but with a few variations such as angle,
bluring, illumination, etc. That way, the robustness of the proposed methods to retrieve
the images is being put to the test. Figure 3.1 shows an example of how the data set
looks like.

3.2 MoViMoS

MoViMoS is an extensible content retrieval engine developed by the MADM group at the
DFKI. It is versatile about the types of data that it can handle and is easily extensible
so that new functionality can be embedded with ease. This allows the combination
of specific techniques to extract features from the contents it holds and merge them
together. In this thesis, the MoViMoS platform was used with just images.

1available for download at http://lear.inrialpes.fr/∼jegou/data.php
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Figure 3.1: A sample of the Holiday data set.

3.3 Baseline Establishment

Before starting to evaluate experiments, the establishment of some base parameters is
of prioritary importance in order to count with a baseline and compare the effects of the
proposed techniques on such a system.

Given the amount of variables that a CBIR engine can have, it is almost impossible to
evaluate and optimize all of them just based on experimentation. Therefore, some base
parameters (that were not changed throughout all the experiments) have been set based
on documentation and the work of others [7, 8, 13]. Here is a brief list of such variables:

• distance measure: L1 (Manhattan) distance. Although for feature compari-
son, others [7, 12, 15, 27] have used Euclidean distance, Manhattan has shown
(experimentally) better performance than any other.

• descriptor and detector: SIFT feature extractor. Lately there have been other
descriptors that claim to outperform SIFT descriptors such as SURF or Extended
SURF but again, experiments have shown that SIFT still gets similar performance
and yet not so bad at time consumption.

• codebook size: to measure the impact of a growing codebook, a range between
1000 and 15000 has been chosen. This is mainly due to CPU consumption issues
and performance improvement rate.

• performance measure: mean average precision (mAP). This is a common and
widely accepted metric to measure how good a generic data retrieval engine per-
forms. It is based upon the concepts of precision and recall which basically reflect
the amount of retrieved elements that are relevant to the search and the amount of
relevant results that were actually retrieved. More information about this metric
can be found in Appendix A.



Chapter 3. Experimental setup 23

The setup of MoViMoS that was used for testing, follows these steps (note that the parts
of the procedure in italics correspond to the stages of the process that are not part of
the regular behaviour of a CBIR engine. These steps are the ones introduced to improve
performance in the system. A visual description of the procedure can also be found in
Figure 3.2):

1. Take a query image that is not in the data base.

2. Process the image using the SIFT descriptor, obtaining a set of descriptors.

3. Run PCA over all the descriptors and reduce their dimensionality to get only the
most relevant parts of each descriptor

4. Match the patches against the codebook to obtain a single descriptor for the image.

5. Compare the resulting descriptor to the other pre-computed descriptors of the
images in the data base. One time, TF-IDF is used as the only distance measure,
accumulating the scores of every partial TF-IDF result obtained on each cluster of
the query image descriptor.

6. Retrieve the results where the first image is the one with the lowest distance (or
highest score) when compared to the query image.

Figure 3.2: Setup for the baseline MoViMoS system. The stages in dark blue are the
ones considered to be part of a regular CBIR engine. The stages in light blue are the

ones proposed in this work.

This chapter went through the elements used for the experiments and the reasons for
which these components were chosen, namely the data set of images, the CBIR system
and also the base parameters that were fixed through the entire experimentation phase.





Chapter 4

Results

In this chapter, the results of the experimentation phase are being presented as well as
the singularities that the data itself shows as the starting conditions of the experiments
change. Three main scenarios are evaluated: what is the behaviour of the primary setup
with just the base parameters, the process of TF-IDF optimization and the system
response when both approaches are being combined.

4.1 Baseline

Several baselines need to be established before starting experimentation, namely the
performance of a MoViMoS system configuration that recreates the standard procedure
followed by any CBIR engine and also how good the TF-IDF score is when being the sole
resposible for the ranking of the images. These results are shown in Figure 4.1. Again,
the performance is being measured using the mAP metric with an increasing codebook
size so that the impact on more discriminative or pure data can also be seen.

4.2 Optimizing the TF-IDF Measure

In order to improve the performance shown by the TF-IDF scoring so that the impact
on a patch-based system can be maximized, further adjustments can be done to the TF-
IDF. At first, a naive approach to optimize the time and keep the performance is to only
acumulate the TF-IDF scores of the bins in the image descriptor that have higher term
frequencies (i.e. the most common kind of patches being found in the image). If only
10% of the bins where considered, then the time will be reduced (because the TF-IDF
scoring procedure is being truncated) and still most of the information is being kept.
Intuiton also suggests that bins in the image descriptor with just one or two occurences
can often be genereated due to noise or just a non-relevant part of the image.

Another approach that uses more sophisticated techniques consists on taking not only
the most frequent bins but trying to get the most relevant ones. This can be done via
PCA encoding as explained in chapter 2. Keep in mind that the PCA is applied to
the descriptors and not in the final image descriptor. Different levels of dimensionality
reduction where tested to measure how much improvement or decrease this method

25
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Figure 4.1: Mean Average Precision obtained in the baseline systems for a tradi-
tional CBIR engine (red) and for a system using TF-IDF as its only way to sort image
candidates (green). The results of the former system are higher respect to the values

obtained by the latter setup.

introduces. Given that the patch descriptors being generated have 128 dimentions, a
PCA reduction of 50% and 25% were tested.

The results of the previous expemients are shown in Figure 4.2

Figure 4.2: Results of the experiments with TF-IDF scoring.

4.3 Getting the Best of the Two Worlds

Once the optimal setup for the TF-IDF scoring has been detected, it is time to combine
it with the basic CBIR engine and see how that mixture impacts performance. In order
to determine which of the methods has to have more relevance over the other, an extra
weighting parameter has been added. That way it can be tested if they are both good
or if the first one is affecting the second one or if it is the other way around. Results
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for this experiments are shown in Figure 4.3. Here, a combination of the regular patch
based nearest neighbor and a TF-IDF weight has been implemented. They are also
given different relevances to see how it affects performance.

Figure 4.3: mAP on a system combining both TF-IDF and L1 distance.

In this chapter a display of the experiments was conducted, showing the charts that
describe the responses of the system in terms of quality (mAP) on the differen scenarios.
It shows how a mixture of a base CBIR with a TF-IDF score can easliy raise quality
measurements.





Chapter 5

Discussion

In this chapter, an analysis on the results obtained in chapter 4 is conducted and the
behaviour of the system along the different scenarios is being supported by the concepts
and theory explained in the previous chapters. Further discussions relate some aspects
of these results with some particular characteristics of the data that is being treated
along with the methods that were used.

5.1 Baseline

The curves described by both baselines are completely different from eachother in terms
of the values in the ordinate axis, yet this is due to the nature of the techniques being
used here. Regarding the baseline of the regular patch-based search there is a very plain
curve which suggest that the consistency of the clustering for this particular setup of the
system was very good. Other factors such as the uniformity of the data in space also
play an important role here and this uniformity can be safely assumed due to the variety
of pictures in the dataset, as described in chapter 3. In an optimal scenario, the data
will form small clusters which at the same time will be grouped together in bigger sets
and so on, as the group of stars in the solar system is just a part of the milky way which
can also be grouped with other galaxies. On the other hand, there is a noticable greater
performance than that obtained by [7] using the same data. This is mainly caused by
the use of the L1 distance instead of the Euclidean distance. This metric has shown
to outperform the euclidean distance and even the Jensen-Shannon divergence metric.
There are also some slight differences and hence of lesser impact between these two
systems such as image scaling, image normalization and implementations of the SIFT
descriptors.

Regarding the performance curve of the TF-IDF scoring system, it can be said that this
results, although small, provide a hint of how much improvement (or decrease) can be
achieved once the two methods are merged together. Even though it is not describing a
significant steep curve, there is a clear evidence of how the size of the codebook impacts
the performance of the TF-IDF score. This does not contradict the first statement about
the clustering of the patch-based system. For this method, is more relevant the amount
of keypoints that fall into a particular cluster (i.e. the distribution of keypoints within
one image) and wether or not this particular cluster is relevant to the dataset.

29
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5.2 Optimizing TF-IDF

After running the modifyed TF-IDF systems, different behaviours can be observed al-
though the same basic principle of optimization was kept in mind.

The first naive approach, parts from the idea that noisy information is being extracted
from the image, kept in the final descriptor and it remains as the descriptor bins that have
just one or two entries. The belief on the existence of such noisy interest points is based
on observations made to some images such as the one in Figure 5.1. Since there could
be many objects in an image that could end up being potencially interesting, the system
identifies all of them. Therefore, by just taking the highest bins in the descriptor, the
risk for this noise to be considered is being minimized and hence, lowering their impact
on the results. Another consecuence of forcing such truncation is that the time spent
in the TF-IDF score calculation can be reduced. The results are not as expected which
suggests that some of the assumptions were not accurate enough or that other factors
are being underestimated. There is a clear drop in performance as a consecuence of the
information loss. Despite this reduction, consistency regarding the codebook growth is
being kept, yet there is not a drastic difference when comparing it to the base line.

Figure 5.1: Observations made to images like these, suggest that there are interesting
points that only introduce noise to the final image descriptor. The image of the Eiffel
tower not only generates interest points of the tower but also the grass and the building
behind (a). In part (b), even when the object of interest (blue) is strongly occluded

(red), there are still noisy parts that could be discarded (green).

There are several factors that make this a bad approach for the problem, starting at the
way TF-IDF works. This is a score that balances entries with a high count and entries
that are more meaningfull or provide more discriminative power. In this scenario, only
the high bins are taken into account and most likely, they are not going to rate very
high. On the other hand, the bins that get a low percentage of the keypoints can get a
better score and although they won’t score too high, they will contribute to get a better
result. After taking a look at the structure of an image descriptor we can get a better
insight of why this happens. Figure 5.2 (a) shows a typical descriptor. In part (b) the
descriptor is sorted by putting the highest bin in the center and the subsequent ones
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on the side. In this last image it can be seen how much information is being lost. The
most critical one is highlighted in green. This bins have the potencial to provide more
information to differenciate an image because it can grow due to the inverse document
frequency. A positive aspect of this approach is that the time spent at acumulating
the TF-IDF score for the whole descriptor gets cut although the compromise related to
quality is decreasing as well.

Figure 5.2: The structure of a 1k image descriptor. (a) Ordered the way the codebook
is sorted. (b) Sorted by puting the highest bin in the center and the subsequent ones

along the sides.

Now, when PCA is being used, a surprising rise in performance of around 7% is reached.
Both PCA test runs show a steady tendency to keep on rising along with the codebook
size. This behaviour suggests that the clustering of the codebook improved by setting
the parts of the descriptors that where not varying too much to a constant value. Math-
ematically speaking, the 128 dimensional points in space are now being represented in
a 64 and 32 dimensional hyper plane improving the chances of forming better clusters.
Since the centroids of the clusters are calculated based on an Euclidean distance, the
more dimensions there are, the bigger the distance that separates the points in a cluster
from the centroid1. Assuming that PCA keeps only the dimensions that are relevant to
an image descriptor, all the other dimensions can be considered as noise. When summed
up toghether, these noisy dimensions can influence the location of the centroids. This
issue becomes more evident as the points becomes more sparse. Figure 5.3 shows that
when dealing with sparse points in space, it is not too evident how the points should
be clustered. When only the more relevant dimension is evaluated, then the clustering
algorithm has better chances to find more stable clusters (i.e. after several runs of the
clustering algorithm with different starting points, it ends up building the same clusters).

1Assuming that the values of these dimensions is not 0
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Figure 5.3: When performing clustering in a sparse space, PCA can help finding
more stable clusters. A possible solution proposed when analysing all the dimensions
available (a) and the one that is most likely resulting when PCA compression is used
on 1 dimension (b). Note how in part (b) the clusters seem more compact and it is

even visually easy to recognize them.

Figure 5.4 shows another example in a 2D scenario. Suppose there are just two dimen-
sions available and the most meaninful one, is the x axis. In order for the data to be
representable in 2D, the non-relevant dimension, y, will be set to zero. If 5 clusters are
to be used to classify all the data, in the first scenario (part (b)), there are some clusters
that were not chosen the best way because of small variations along the y axis that
made the clustering algorithm to end up with a good, yet far from optimal clustering.
In the other scenario (part (c)), since only the x coordinate is used to form clusters,
they get grouped together in a better way and preserve the part of the information
that is more meaningful. Note that the clustering algorithm also introduces other un-
certainty variables (e.g. initialization of starting points, number of clusters, iterations)
that could end up in small variations on the clustering results. Since the problem of ex-
act data clustering is NP-hard [28], approximate clustering needs to be implemented for
production CBIR systems. This means that the optimal solution cannot be computed
in a reasonable time even when handling moderate amounts of data. Nevertheless the
approximate method provides a good approximation in an acceptable time. Efforts to
refine the approximation found by clustering algorithms have been proposed by [29, 30]
(among many others) but the quality (i.g. the similarity of the results compared to the
optimal solution) of the clusters is still depending on the nature of the data being pro-
cessed. In the case of the PCA compressed data, the clusters can also present variations
after several runs of the clustering algorithms but emphasis is made on the impact that
PCA does over the data and the clustering itself.

The fact that the strongly reduced, 32 dimensional PCA performed equal or even better
than the 64 dimensional one in some points, suggests that the amount of significant
dimensions are actually less than 32, giving a compression ratio of over 75%. Still,
the gain in performance was not too drastic between both PCA tests. This also shows
that this method is strong and consistent enough so that it can make an impact in the
patch-based search that ranked very high.



Chapter 5. Results and discussions 33

Figure 5.4: How PCA affects clustering. (a) The original points in a 2D space. (b)
Regular clustering. (c) Clustering when only the X axis is considered.

5.3 Combining Analysis

After finding the optimal setup values for the base system and after tuning up the
performance of the TF-IDF, both approaches are merged together to improve eachother
and raise the quality of the retrieved images. The results of the experiments show a
reasonable improvement for the majority of the test runs. The weight of both sorting
methods was varied to measure the impact on the results. As expected, the curve
wasn’t drastically altered even when the TF-IDF score was the dominant measure. This
confirms the observation about the stability of the patch-based search and the TF-IDF.
On the other hand similar results where obtained when the patch-based search was either
equal or dominanting the search ranking. This behaviour indicates that the TF-IDF is
not only helping by high-ranking the correct results but also by discarding the false
positives and preventing them to climb up to high in the list of candidates.

It is important to note that although this is not a vast improvement it’s still worth using
it because it helps making results less variable every time a new technique is added on
top. Besides, thanks to the dimensionality reduction made by PCA, the cost of keeping
the index structure in memory can go below 75% with PCA models of 32 dimensions
and lower.

In this chapter the discussion on the results of the experimental phase took place. These
results show that with little effort, an increase on quality measures can be achieved
without sacrificing other aspects such as speed and memory consumption. Although
there are many other parameters that can be adjusted in order to get better results
(e.g. keep increasing the size of the codebook, augmenting the PCA compression ratio,
make use of other different datasets, raise the noise level in the dataset), this work
tried to focus on the parameters that seemed more promising at first. Due to time
constrains, many other test were left out of this work. These results prove many of
the concepts undelying the test scenarios (e.g. the use of PCA, TF-IDF, dissimilarity
measures, codebook clustering parameters) and show that it is still possible to keep on
improving.





Chapter 6

Conclusions

This work went through some of the most well known approaches to extract information
about images that can be efficently stored and compared in order to sort them according
to their similarities. There is an emphasis on two specific techniques that haven’t been
properly evaluated and documented until now, namely the patch-based approach and
the TF-IDF scoring. While the former gives a steady base line to work upon, the
latter provides an extra boost of performance while keeping times and disk overload
to a minimum. Since there are many parameters that need to be adjusted, previous
experiences where taken into account as well as some proper experimentation. That
allows the system to gain in performance and stability regarding the results. For the
experimentation stage, reasonable and well tested data sets where employed as well as a
base CBIR engine that was adapted to work with the required data structures. Measures
on the size of the codebook where also performed in order to prove the phenomena about
coarse and fine clustering. At the end, the impact on performance when combining
both approaches is being shown. The assumptions on the stability and the boost on
performance are proven and an analysis on the reasons for this to happen were studied
in detail. Some of the most important observations about the behaviour of the methods
are:

• Term Frequency-Inverse Document Frequency (TF-IDF) can be used as an extra,
easy to implement score to refine an already existing image search index but not
as the primary criteria to sort images since the benchmarks of a system that relies
only on TF-IDF are low compared to a regular nearest-neighbour search based on
histogramized image features.

• Although the Euclidean distance is normally considered to sort a list of image
candidates when using an approach based on invariant local features, the L1 norm
has experimentally shown to outperform the Euclidean distance as well as all
the other distance metrics that are normally used in this scenarios. Refer to
Appendix A for a table comparing them.

• When the patch-based feature extraction and the TF-IDF are combined, an im-
provement of up to 10% was achieved on the Holiday image data set, using mean
average presicion (mAP) as the metric to measure accuracy on the results.

• Taking the highest bins of an image descriptor and discarding the rest, helps
saving time during the calculation of a TF-IDF score but it also implies a drop in
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performance (mAP) due to the loss of discriminative information that remains in
the unprocessed part of the image descriptor.

• Implementing PCA in an early stage of the image feature extraction along with
the use of TF-IDF in a CBIR system helps improving the clusters for patch-
based features and therefore improving performance (mAP). An encoding of 50%
and even of 75% using PCA on 128 dimensional SIFT descriptors, reports an
improvement on performance that allows a CBIR system to output more refined
results.

In a nutshell, the use of the TF-IDF score gives a boost in terms of quality of the results
being retrieved while still maintaining a reasonable resource consumption.



Chapter 7

Further Work

Given the nature of the problem being addressed here and the way it can be tackled
there could be countless directions in which image retrieval can turn. Based on the
experience of this work and the structures that have been employed here, there are a
couple interesting issues that can be addresed in future investigations.

• In a general scope, one must highlight the fact that the nature of the data is
changing between the stages of the overall image extraction and retrieval. This
means that the original essence of the data is being reinterpreted in a different
way every time and bit by bit, fractions of the data structures are being lost. The
idea would be to think of methods that are more data driven instead of having
this kind of black-box behaviour.

• Starting at the clustering of the SIFT descriptors, they first are a concatenation
of 8 bin histograms but then when being parsed against the codebook, this notion
of gradient histograms is being lost (since the clustering stage just considers it as
a 128 dimentional array or a point in a 128 dimentional space). One interesting
thing that could be done is to try a similar clustering procedure that operates
on the gradients of every SIFT descriptor and then build a catalog based on the
clustered gradient histograms overall the image.

• Sticking to the idea that images can be treated as words, it would be interesting
to introduce a more text-driven concept of distance. Until now, all the image
descriptors are being compared against each other using metric distances such as
Euclidean, L1, JSD, etc. These image descriptors can be adapted to better reflect
the structure of a word or in this case a term and that way, a Levenshtein distance
can be calculated.
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Appendix A

Definitions and other results

A.1 Mean Average Precision (mAP)

The mAP is one of the most widely accepted metrics to measure the quality of the results
given by an information retrieval system. Average precision (AP) basically considers not
only the amount of correct results or true positives but also takes into account how high
they rank. To have an overall impression of how a system is performing, several test
queries have to be conducted in order to get an average precision for each try. Then,
the mean of all of the average precision results is calculated and that number is going
to reflect the mAP of the system.

To calculate the AP for a query, it is necesary to calculate two metrics at first: precision
and recall. Precision is going to show the portion of the retrieved data (images in this
case) that is actually relevant to the query. Recall refers to the portion of the relevant
data that was retrieved. These definitions might seem confusing but Equation A.1 and
Equation A.2 show both precision and recall in a more concrete way. It becomes evident
that both metrics are rather similar but they refer to very different concepts.

Precision =
TruePositives

TruePositives+ FalsePositives
(A.1)

Recall =
TruePositives

TruePositives+ FalseNegatives
(A.2)

In terms of images in a CBIR system, one can express precision and recall as follows:

Precision =
relevantImages ∩ retrievedImages

retrievedImages
(A.3)

Recall =
relevantImages ∩ retrievedImages

relevantImages
(A.4)

Finally, AP can be expressed as Equation A.5

∑n
i=1 Precision(i)×Recall(i)

# of relevant Images
(A.5)
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A.2 Distance Measure Comparison

Mean average precision calculated on the Holiday dataset with 1k, 2k and 5k image
descriptors using SIFT. Using only local invariant features to describe an image, the
Manhattan distance shows stability and better performance than the other distance
measures in order to determine a nearest neighbor.

1K 2K 5K
Manhattan 0.510884368086 0.497081527177 0.517297397186
Euclidean 0.489388177781 0.435519559112 0.337281821016
JSD 0.454907234219 0.402402774342 0.372502580653
χ2 0.476934076966 0.438126018862 0.406113328638

Table A.1: Comparison of different dissimilarity measures in a high dimensional space
using mAP.
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