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Abstract

Inkjet and laser printers differ in their produced printing quality. This is especially no-
table at the edges of printed characters. In general, inkjet printers produce a higher
degree of edge roughness than laser printers. In this thesis, a system using the difference
in edge roughness to distinguish laser printed documents from inkjet printed documents is
presented. Several methods for feature extraction have been developed and implemented.
They use different ways of edge detection and varying ways of calculating the edge rough-
ness. The edge detection is done using binarized images. A window of pixel values is
extracted from this edge. For comparison another window positioning algorithm, which
minimizes the difference between a perfect edge and the actual values in the non-binarized
image was developed and implemented. The extracted pixel values are used in different
ways to calculate the edge roughness. One way is using the standard deviation or mean
change in grey level along the edge. Another approach is calculating DCT coefficients
along the edge.
In contrast to previous work, this system uses unsupervised anomaly detection to detect
documents printed by a different printing technique than the majority of the documents
among a set of documents. Two different anomaly detection algorithms, Grubbs and
k-NN, have been implemented and evaluated. In addition to the system, a newly created
dataset featuring unique pages for different printers is presented. The dataset has been
printed on 13 laser and 7 inkjet printers. For evaluation, 20 documents from one printing
technique are paired with 1 page from a different printing technique (the outlier). The
possible combinations of features and anomaly detection are compared by calculating the
average rank that outlier document is assigned to when testing all possible combinations
of printers. A perfect anomaly detection would result in an average rank of 1, randomly
ranking the documents would results in average rank of 11. Compared to previous work
from Schreyer et al [11], an overall improvement from an average rank of 2.19 to 1.44 has
been achieved.
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1 Introduction

1.1 Motivation

Today, document authentication is a task of increasing importance [8]. Invoices, con-
tracts, certifications etc. . . are valuable targets for forgery. A possible way of forging a
document would be scanning, subsequently modifying and then printing it or by simply
creating it from scratch to look like the original. Therefore, verifying that documents are
what they claim to be, is an important task.
Another reason which increases the need for automated document authentication is be-
cause today only few printed documents are examined by humans. Instead they are
processed by automated systems [8].
There are several approaches to secure printed documents by adding additional security
features, so called extrinsic features, such as watermarks [3].
However, an interesting field of study is the authentication of documents without added
security features. In this case, only intrinsic features, features that are produced during
the normal document creation, are used. This is useful because adding extrinsic features
costs time and money, while using only intrinsic features does not change the creation
process of the documents [5, 9].
One possible course of action is to identify the device used to create a document, in this
case the printer. If someone was trying to forge or modify an invoice, the forger would
have to print the document again. It is possible that the original printer is not available
for the forgery.
A first step towards the identification of the printer is the recognition of the printing
technique used to print the document. In some cases the detection of a different printing
technique can already result in a successfully detected fraud attempt.
In this thesis a system to distinguish different printing techniques has been developed
and implemented. The whole process can be split up into two basic steps: feature extrac-
tion and anomaly detection. During the feature extraction, the document is examined
and a feature classifying the printing technique is extracted. In the second step, a set of
documents is analyzed with the goal of identifying documents which are not printed with
the same printing technique as the majority of the documents.
In addition to the system, a dataset to evaluate the presented algorithms has been created.
In short, the following contributions have been made:
• Feature extraction which works with documents scanned at reasonably low resolu-

tion (400 dpi)
• Combining of the feature extraction with unsupervised anomaly detection such that

no training for the anomaly detection needed
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• A dataset reflecting a realistic fraud attempts has been created for evaluating the
feature extraction and anomaly detection
• A large number of experiments have been performed in order to find the best com-

bination of feature extraction and anomaly detection
In this thesis, the feature extraction process as well as the anomaly detection algorithm
are explained. Finally, the experiments are presented and interpreted.

1.2 Related Work

Document authentication has been studied by several groups using different approaches.
For example, Beusekom et al [5] have presented a system that uses tracking patterns,
integrated into the printing process by many printer manufacturers, to expose the source
of a document. Another approach by the same authors is using text-line rotation and
alignment to detect documents that have been changed with a malicious intent [4].
The process of printer or printing technique recognition has also been studied by several
groups. Mikkilineni et al [9] have presented two methods, one intrinsic and one extrinsic,
using graylevel co-occurence texture features for printer recognition. While the results
are promising, they scanned the documents with very high resolution (2400 dpi). Fur-
ther they used a classifier system, which only works on printers that have been used for
training beforehand.
Lampert et al [8] have presented a system that uses local features, such as line edge
roughness, area difference and correlation coefficients, focusing on single characters of a
document. Again, the documents were scanned with a very high resolution (3200 dpi)
and a classifier system which needs to be trained has been used.
Printing technique recognition has also been studied by Schreyer et al [11–13]. They
focus on discrete cosine transform (DCT) features. In fact, this thesis builds on Marco
Schreyer’s diploma thesis [11], in which a wide range of different features have been pre-
sented and evaluated. The evaluation used both low and high resolution scans. However,
there was only one document, printed by different printers, examined during the evalu-
ation. One advancement of this thesis is a dataset providing a large number of unique
documents for every used printer. Another advantage is the use of unsupervised anomaly
detection.
Anomaly detection, the process of finding data points which do not follow the expected
behavior among a dataset, has been studied by Chandola et al [6]. According to them,
anomaly detection algorithms can be distinguished into several categories. There are
classification based anomaly detection algorithms which need to be trained with training
data. These algorithms are not used in this thesis, as one of the goals is to use unsuper-
vised (untrained) anomaly detection.
Also there are statistical anomaly detection algorithms. Statistical anomaly detection
assumes that the data set is created by a statistical model and points are labeled as
anomalies, if the probability that the assumed model produced the data point is low.
Other anomaly detection algorithms are based on nearest neighbor assumptions. Gener-
ally speaking, they assume that a point is an anomaly if it lies far away from its neighbors.
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Another group of anomaly detection algorithms are based on clustering. They group sim-
ilar data points into clusters. Points not belonging to one of the clusters are assumed to
be anomalous.
In this thesis the Grubbs test [7] - a statistical anomaly detection algorithm - and k-NN
- a nearest neighbor based anomaly detection - have been implemented. Additionally the
RaipdMiner1 anomaly detection2 extension by Amer et al [2] has been used for parts of
the evaluation.

1http://rapid-i.com/content/view/181/190/
2http://madm.dfki.de/rapidminer/anomalydetection
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2 Feature Extraction

Feature extraction is the process of transforming a large amount of input data into a
smaller and descriptive representation, the so called features, of that data. In this case
the input data is the examined document and the feature should extract the relevant
information needed to describe the used printer type.
In the examination of documents there are two different basic types of features. There
are global features obtained by global document examination, which examine the whole
document at once. There also are local features obtained by local document exami-
nation, which analyze the connected components (CCs) or characters of the document
separately from each other [11]. This thesis focuses on local features.

2.1 Intensity Variation along Vertical Edges

Figure 2.1: Comparison of edge roughness between inkjet(left) and laser printer(right).
The inkjet printer produces a higher degree of edge roughness.

Figure 2.1 illustrates the difference between a character printed by an inkjet and by a laser
printer. The inkjet printer produces a higher degree of edge roughness / degeneration.
According to Schreyer [11], it can be generally assumed that inkjet printers generate a
higher amount of edge roughness than laser printers. All presented features calculate a
value or a set of values that represent the edge roughness of the document. They differ
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in their ways to obtain the edges as well as in their way to calculate a representation of
the degeneration.

2.1.1 Standard Deviation on Static Windows

The first feature represents the degree of edge roughness by calculating the standard
deviation of pixel values along vertical edges of the document. A high standard deviation
means a lot of change in pixel values (grey level) along an edge and therefore represents a
higher edge roughness. The standard deviation is calculated for all connected components
with a minimum length vertical edge. It is expected that inkjet printed documents have
higher deviation than laser printed documents.

Figure 2.2: General overview of the feature extraction process. First the connected com-
ponents (CCs) are extracted, then the binarized image is searched for the
longest vertical edge. Finally the grey level values are extracted from the
middle of the longest edge.

Figure 2.2 gives an general overview over the feature extraction process used in this
method. The first step is to extract all connected components. After that, the longest
edge of every component is found with the help of image binarization. Finally, the grey
level values of a 6x6 window are extracted from the middle of that edge. The window is
centered on the transition from white to black, so that there are three columns of white
(or nearly white) pixels next to three columns of black (or nearly black) pixels. Because
documents usually have a lot of CCs, there is no need to examine all of them. Therefore,
connected components which do not have a vertical edge are not used. Also, a lot of
printing or scanning errors (e.g. due to paper positioning distortion [14]) are found at
the margin of a document. Therefore all CCs near the margin are neglected during the
rest of the process.

Preprocessing

The first step - the extraction of the CCs - is achieved with a method implemented by
Schreyer [11]. The method uses an image as input, extracts the CCs with the help of image
binarization, and returns the coordinates of bounding boxes of every CC. These boxes
are slightly larger than needed to ensure that no edge information is lost. For example,
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for documents scanned with 400 dpi, there are four padding pixels added around the box
[11].
Image binarization separates the pixel values into two groups. All pixels below a certain
threshold belong to one group (white or 255) and all other pixels to the other group (black
or 0). In this case, the threshold is found using the Otsu method [10]. The Otsu method
divides the image into two classes, objects and background, and then finds the threshold
that minimizes the intra-class variance. A connected component is a set of pixels which
is directly connected in the binarized imaged.

Edge finding and Value Extraction

Algorithm 1 Find longest edge
1: for all x in CC do . starting left
2: for all y in CC do . starting at the bottom
3: extract 6x1 window
4: compare to perfect edge
5: if identical then
6: count++
7: last = true
8: else
9: compare to nearly perfect edge

10: compare to next window to perfect edge . next window: window for y+1
11: if identical and last == true then
12: count++
13: last = false
14: else
15: count = 0
16: last = true
17: end if
18: end if
19: end for
20: save x for longest edge . highest count
21: end for

The next step needs to be repeated for every selected connected component. The goal
is to find the longest vertical edge in every CC and, if it is long enough, to extract a
6x6 window of pixel values and calculate the standard deviation of the columns. The
procedure returns six values (6 columns in the window) for every CC. To find the longest
edge, the binarized picture is compared step by step to a theoretical perfect edge. Here,
a perfect edge has the values [255,255,255,0,0,0].
Starting at the bottom left corner of the bounding box, a 6x1 window is extracted from
the binarized image and compared to the perfect edge. If the compared windows are
identical, an edge has been found and a counter is incremented. The window moves now
one pixel in vertical direction and the comparison is repeated. This continues until the
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pattern does not match. In that case the counter is reset, and if it is the longest edge
found so far, saved.
Due to the degeneration the edges are usually not perfect in the binarized image. There-
fore, there is an additional rule that allows irregularity. More precisely, windows that
match the pattern [255,255,255,255,0,0] or [255,255,0,0,0,0] are allowed as long as they
are followed directly by a perfect edge.

Figure 2.3: Example of detected edges. Different colors mark different edges. In this case
the red one is the longest edge that will be used.

Figure 2.3 illustrates which edges are detected in an example character. All colors rep-
resent one isolated edge, as detected by the algorithm. In this case the red edge is the
longest and will be the one used to extract the values.
If the longest edge is more than 10 pixel long, a 6x6 window of pixel values is extracted
from the middle of the edge. As mentioned above, the window is centered on the transi-
tion from white to black, to ensure that all edge information is included. Edges smaller
than 10 pixel are ignored, because they often only appear as edges in the binarized image,
while they are actually a flat curve in the normal image. Also, when using a small edge
there is a high chance of positioning the window next to the transition from an edge into
a curve or corner. In both cases the results are distorted.

Figure 2.4: An example of extracted windows. The red boxes mark the extracted win-
dows.
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Figure 2.4 shows an example of the extracted windows. Every red box represents one
detected edge with its extracted values. In each window the standard deviation of every
column is calculated and stored for further investigation. This leads to having a vector
of six values for every selected connected component.

2.1.2 Standard Deviation on Dynamic Windows

In addition to the basic version of the algorithm, there are two different variants building
on the same principle. One alternative is to make the window height variable. The idea
behind this is to minimize the impact of the upright position of the window in hope of
stabilizing the results. In the basic version the window is placed in the middle of the
edge. It is possible that the middle randomly shows a lower or higher degree of edge
degeneration than other parts of the edge. Stretching the window to the whole edge may
result in a better and more robust feature.

Figure 2.5: An example of extracted windows with variable height. The red boxes mark
the extracted windows.

2.1.3 Mean Change in Grey Level

Another variant utilizes a slightly different way of calculating the edge roughness. Instead
of using the standard deviation, it calculates the mean change in grey level when moving
along the edge. The rest of the feature extraction is done the same way as explained in
Section 2.1. It is expected that this will not result in a huge change of the final feature.

2.2 Intensity Variations utilizing OCR

A different approach to the local feature extraction utilizes optical character recognition
(OCR). OCR is the process of extracting and recognizing characters out of scanned
documents. In comparison to using all connected components, this opens the chance to
limit the used components to characters which definitely have a usable edge. In the first
method described above, it is possible to declare something as an edge, despite it only
appearing to be a straight edge in the binarized image. This effect is already reduced by
only using long enough edges, but with the help of OCR it is possible to reduce it further.
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Figure 2.6: An example of a badly chosen edge when using all characters.

Figure 2.6 shows an example of a questionably chosen edge. In this case the two middle
columns indicate that, in this case, the standard deviation is influenced by the fact that
the window is on a curve. The window is used because in the binarized version this curve
would be detected as an edge. However, using OCR the examined characters can be
reduced to characters like B,D,E,F. . . , while characters like A,G,O. . . are ignored. This
eliminates the described effect.

2.2.1 Description

To extract the characters Tesseract-OCR 1 is used. The OCR engine is used separately
from the rest of the program as a preprocessing step. Tesseract-OCR returns a list of
all characters together with their coordinates in the document. This list can be reduced
to contain only characters of interest. One possibility which was tested is to use the same
edge finding and value extraction methods as explained in section 2.1.1, only replacing
the extraction of connected components with the coordinates generated by tesseract-
OCR.
Additionally, a new edge finding algorithm only working in connection with OCR, has
been implemented. This algorithm, called Enhanced Window Positioning, is explained
in the following.

2.2.2 Enhanced Window Positioning

This procedure finds the longest edge by searching for the part in the character that
minimizes the difference between the actual values and a theoretical perfect edge. In
contrast to the method used in the previous feature, this methods works on the original
image instead of the binarized image. Here, a perfect edge is defined as two columns
of white pixels next to two columns of black pixels. The edge finding is done for every

1http://code.google.com/p/tesseract-ocr/
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Algorithm 2 OCR Enhanced Window Positioning
1: for all x in character do
2: for all y in character do
3: mean_white += 255− [x, y] + 255− [x− 1, y] . difference between
4: mean_black += 0 + [x+ 1, y] + 0 + [x+ 2, y] . perfect edge and edge
5: end for
6: mean_white = mean_white/y
7: mean_black = mean_black/y
8: if mean_white+mean_black < min_difference then save x
9: end if

10: end for

extracted character. Starting from the left side of the character four neighboring columns
of pixel values are extracted from the input picture. Then the difference between the
extracted values and a theoretical perfect edge is calculated. For the two left rows (white
in the perfect edge) that is 255− extracted pixel value and for the two right rows (black
in the perfect edge) the difference is 0+ extracted value. This is repeated for all columns
in the characters. The column showing the least difference is the one closest to an edge.
When comparing two edges, the smaller edge definitely has one row more than the longer
edge, where at least three of the examined columns are black or white. Therefore the
shorter edge differs more from the perfect edge than the longer one. If the selection of
characters was not limited, this method would find an edge in every connected component,
even if the edge is only one pixel long. Limiting the used characters to a selection of letters
which have a suitable edge ensures that only suitable edges are found.
After finding the edge the window positioning continues in a similar way by moving the
window along the edge and finding the position where the the difference between actual
values inside the window and a perfect edge is minimal.
After positioning the window the value extraction continues as described in Section 2.1.1.

2.3 Discrete Cosine Transform (DCT)

The DCT transforms the grey level values of the input image from the spatial domain
into the frequency domain. The image information is transformed into terms of cosine
functions. Schreyer [11] shows that there is a relation between the intensity changes
in the original document and the frequency values generated by DCT. Therefore it is
possible to use the DCT values as a feature to differentiate between different printing
techniques. The DCT is used as a local feature. The extraction of connected components
or characters, as well as the edge finding and window placement, can be done in the same
way as described in the previous features. However, instead of calculating the standard
deviation or mean change of pixel values level along the edge, a one dimensional DCT
is performed on both columns being closest to directly on the transition from white to
black. In this case the DCT coefficients reflect the change of intensity along the edge.
Therefore the coefficients can be used as a representation of edge roughness.
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In the previous mentioned features there is only one value for every column of the ex-
tracted window, as the columns are examined separately from each other. In this case one
dimensional anomaly detection is sufficient. In the case of the DCT, all extracted DCT
coefficients are needed. This complicates the anomaly detection process, because a multi
dimensional algorithm is needed. For more information about the anomaly detection see
Chapter 3.

2.4 Global DCT

The Global DCT feature was implemented by Schreyer [11]. It performs a DCT on the
whole picture and then extracts a sub band of boxes from the top and left edge. For
every box the mean and standard deviation of DCT coefficient are extracted and used
as the feature values. See [11] for a more in depth explanation. This feature is used as a
comparison to the former presented features.
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3 Anomaly Detection

Anomalies, often referred to as outliers, are data points among a dataset which do not
follow the expected behavior. The process of finding these anomalies is called anomaly
or outlier detection [6]. In this case that means finding a document among a set of
documents which is not printed by the same printer type used for the majority of the
documents. For one dimensional features two different anomaly detection algorithms have
been implemented. For multi dimensional features the RapidMiner1 anomaly detection2

extension has been used.

3.1 Grubbs Test

The first anomaly detection algorithm which has been implemented is the Grubbs test.
The Grubbs test was originally designed for data with an underlying normal distribution.
It detects the data point being the furthest away from the rest of the data and checks if
it is an outlier. If the data point is an outlier, it is removed and the test is repeated for
the rest of the data points. [7]
The Grubbs test assigns a z_score to every data point [7].

Algorithm 3 Grubbs Test
1: for all data points x do
2: calculate mean
3: calculate standard deviation sd
4: calculate z_score z = x−mean

sd

5: end for
6: find maximum z
7: if z > threshold then x = outlier
8: else no outlier
9: end if

z_score = value−mean
SD

where mean is the arithmetic mean of the dataset and SD is the assumed standard
deviation of the dataset. The z_score is a measure of how far away a data point lies

1http://rapid-i.com/content/view/181/190/
2http://madm.dfki.de/rapidminer/anomalydetection
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from the rest of data. If the z_score of a data sample is high, the sample is far away
from the majority of the data points and is a potential outlier. A high z_score can be
achieved by points having a lower value than the mean as well as by points having a
higher value than the mean. To check if a point is an outlier, the z_score is compared
to a threshold. The threshold is influenced by the examined significance level. The
significance level α expresses the probability that a point above the threshold is not
generated by the underlying normal distribution. Also, using a one or two sided test
influences the threshold. Two sided means that points lying above as well as points lying
beneath the mean are checked. For a two sided test the threshold T is calculated as
follows:

T = N − 1√
N

√√√√ (tα/(2N),N−2))2

N − 2 + tα/(2N),N−2))2

where N is number of data points and ta/(2N),N−2) is the critical value of the t-distribution
with a significance level of α/(2N) and N − 2 degrees of freedom [1]. Alternatively the
threshold can be looked up in tables showing the thresholds for different number of data
points and different significance levels. This is done in this implementation. The tables
for different significance levels can be found in [7]. Usually, Grubbs is used to test whether
there is exactly one outlier or no outlier at all in the dataset. However, there are variants
designed for multiple outliers.
To evaluate the features from the previous chapter, a slightly modified version of Grubbs
is used. In this version all points are ranked - in descending order - according to their
z_score. The value with the highest z_score is assigned rank one. This is used to
evaluate the performance of the different features presented in Chapter 2. A potential
problem using the Grubbs test is that Grubbs assumes an underlying normal distribution
of the data. Therefore, an additional anomaly detection algorithm is used to verify the
experiments.

3.2 K-Nearest Neighbor

The second anomaly detection algorithm which was implemented is the k-nearest neigh-
bor (k-NN) algorithm. K-NN ranks all data points by their distance to the k nearest

Algorithm 4 k-NN
1: for all data points x do
2: find k nearest neighbors
3: calculate average distance to them
4: end for
5: rank data points according to distance

neighbors. The distance is the euclidean distance between two points. During the ex-
periments, k is set to 5, because tests showed that in this case 5 is a good compromise
between performance and accuracy. That means that the arithmetic mean of the distance
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to the nearest five points is calculated and used as a score for the current point. The
points are then ranked by their score in descending order, the highest distance is assigned
rank one. As in Grubbs, this ranking is used to evaluate the performance of the different
features presented in Chapter 2.

3.3 Multivariate Anomaly Detection

For the multi-dimensional features, the RapidMiner3 anomaly detection extension4 is
used. For more information about the algorithms implemented see Amer et al [2]. All
algorithms in the extension assign an outlier score to every data point. This score can be
used to rank the data points in the same way as in Grubbs and k-NN.

3http://rapid-i.com/content/view/181/190/
4http://madm.dfki.de/rapidminer/anomalydetection
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4 Evaluation

The experiments were conducted on a newly created dataset. All presented methods were
tested and evaluated. In the following, the dataset and test setup is explained and then
the results of the experiments are presented and interpreted.

4.1 Dataset

The created dataset contains unique documents for every used printer. There are three
different page layouts, featuring different difficulties for the feature extraction and anomaly
detection process. For every printer a unique dataset has been created, in order to ensure
a content independent feature extraction system. The following document types have
been used:

4.1.1 Contracts
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Figure 4.1: Two example contracts taken from the dataset
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The first document type contains plain text contracts (see Figure 4.1 for an example). The
contract only contains text, but in different font types and sizes. In this dataset a contract
never contains pictures, lines and diagrams. The contracts were created automatically
using a Python script.

4.1.2 Invoices
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Sven Krause

Waldweg 248
08010 Rethem

Telephon: 0352/6873
Fax: 0352/6873

Ust-Id: DE 0865819280

Geschäftsführer:
Sven Krause

Gerichtsstand:
Schwarzenborn

Bankverbindung:
Konto 373 716 610 722
Sparkasse Kastellburg
BLZ 075 636 20

Gesellschafter:
Sven Krause
UStId-Nr
DE 0865819280

���� ������� ������� ���� ����� ������

Kathrin Schulte
Kirchweg 37
31341 Oberhof

���� ���������� ���

27. November 1998
�����

16. November 2011

Liquidation

Sehr geehrte Frau Schulte,

Bitte überweisen Sie den folgenden Rechnungsbeitrag innerhalb von 7 Tagen auf
das unten angegebene Konto.

Anzahl Beschreibung Einzelpreis Gesamtpreis

1 Versandkosten 7.27 7,27 C
17 6x Steckdose 5.99 101,83 C
29 50m Kabeltrommel, Überspannungsschutz 25.99 753,71 C
5 Radiowecker 13.86 69,30 C
29 Router 16Port UpLinx 123.98 3595,42 C
28 Taschenrechner 23.99 671,72 C
9 Optical Mouse PXC-233 15.49 139,41 C

Gesamtsumme 5338,66 C
inkl. 19% MwSt 852,39 C

Es grüßt Sie
Sven Krause

Figure 4.2: Two example invoices taken from the dataset

The second used document type are invoices (see Figure 4.2 for an example). In addition
to different font types and sizes, the invoices also feature vertical and horizontal lines
as well as logos, composed of a small picture and colored text. Like the contracts these
documents are also created using a Python script.
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4.1.3 Scientific Literature
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+Q +Q

The field directly between the charges cancels out in the middle. The force has equal magnitude
and opposite direction. Interesting things happen when we look at test charges that are not on
a line directly between the two.

+Q +Q

We know that a charge the same distance below the middle will experience a force along a
reflected line, because the problem is symmetric (i.e. if we flipped vertically it would look the
same). This is also true in the horizontal direction. So we use this fact to easily draw in the next
four lines.

+Q +Q

227

Figure 4.3: Two example papers taken from the dataset

The last type contains real-world examples, pages taken from existing scientific papers
and books (see Figure 4.3 for an example1). Therefore they feature a large variety of
content, e.g different font types and sizes but also all kind of pictures, diagrams and
formulas.

4.1.4 DFKI Printing Technique Dataset

Twenty unique pages from every document type are put together to form a package for
one printer. This means that there are 60 unique pages printed by every printer. In
total, 50 packages have been produced. 13 packages have been printed by different laser
printers. Seven packages have been printed by inkjet printers. Two packages have been
printed by dot matrix printers. However the dot matrix printers have not been used in
the experiments. They will still be included in the dataset for future work. The rest of
the packages have not been printed, but are provided in their original form for future
use.
Due to errors during the printing and scanning process several pages had to be removed
from the dataset to ensure a valid evaluation. One error occurring multiple times was
caused by missing font types. In this case the text got rendered as a picture, which
reduces the quality to a level which distorted the results. Other issues include nearly
empty ink carriages, different paper types or paper jamming. Table 4.1 shows a list of all
used printers, their printing technique and which dataset (DS) they printed. The printed
pages have been scanned at 400 dpi.

1Taken from http://en.wikibooks.org/wiki/Special_relativity (left example) and
http://en.wikibooks.org/wiki/FHSST_Physics (right example)
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To the best of my knowledge this data set is the first of its kind. It features realis-
tic document types of varying difficulty, a huge number of unique pages and a good
selection of different printers, as well as the original PDFs allowing reprinting or the
possibility to increase the number of used printers. The dataset can be downloaded at
http://www.madm.eu/downloads-ds-printing-technique. Both, the original PDFs, as well
as the printed and scanned documents are available. All chosen literature has originally
been released under a license, which allows reusing.

DS Type Model
01 Ink Officejet 5610
02 Laser Samsung CLP 500
03 Laser Ricoh Aficio MPC2550
04 Laser HP LaserJet 4050
05 Laser OKI C5600
06 Laser HP LaserJet 2200dtn
08 Laser Ricoh Afico Mp6001
11 Ink Epson Stylus Dx 7400
13 Ink unknown
17 Dotmatrix unknown
19 Laser HP Color LaserJet 4650dn
20 Laser Nashuatec DSC 38 Aficio
21 Laser Canon LBP7750 cdb
22 Ink Canon MX850
23 Ink Canon MP630
24 Laser Canon iR C2620
25 Dotmatrix Epson LX300+
26 Ink Canon MP64D
31 Laser Hp Laserjet 4350 o.4250
32 Ink unknown
49 Laser Hp Laserjet 5
50 Laser Epson Aculaser C1100

Table 4.1: A list of all used printers and which dataset(DS) they printed. Missing datasets
were either not printed or not used during the evaluation.

4.2 Test Setup

The different document types are evaluated separately from each other. The standard
test setup contains twenty pages from one document type printed on the same printer.
As an anomaly to be detected, the data set also contains one single document of the same
document type printed on a different printer belonging to a different printing technique.
To evaluate the methods all possible combinations of laser and inkjet printers are used.
All pages of every inkjet printer are paired with all laser printers and vice versa. For the
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contract document type (where no pages had to be removed from the dataset) that leads
to 3640 different test cases. For invoice and scientific literature (where several pages had
been removed) more than 3000 test cases remain.

4.3 Experiments

As explained in Chapter 3 the anomaly detection algorithms assign a score to all tested
documents. Lower scores mean more normal documents. A document is considered to
be normal when the extracted features are similar to those of the majority documents of
the current test sample. The outlier (in this case the document from a different printer)
should always have the highest score. To evaluate the feature extraction and anomaly
detection, the documents are ranked by their score (highest score is rank 1) and the rank
of the outlier is examined. If the rank is 1, the outlier was detected correctly. The higher
the rank, the worse the feature performed. This is done for all test compositions of all
possible printer combinations. The average rank of the outlier document is calculated and
used for evaluation. A perfect result would be an average rank of 1, which would mean
that the anomaly document has been detected in every test composition. Randomly
ranking the documents would result in an average rank of 1+21

2 = 11 for the outlier
document, as the standard test setup contains 21 documents (20 normal documents and
1 outlier document). Due to the need of removing several pages from the dataset, the
average rank of a randomly ranked outlier is acutally slightly lower, because some test
cases have less than 21 documents. As a baseline, an average random rank of 10.5 is
assumed, which is actually slightly better than the actual random rank, as most test
combinations have all 21 documents and only very few have less than 19 test samples.

4.3.1 Comparison of using different Columns of the Extracted
Window

The first feature (see Section 2.1) extracts 6x6 windows, centered on the white to black
edges of the document, and calculates the standard deviation of pixel values for every
column. This leads to 6 different values (one for every column) which can be used for the
anomaly detection. To test which of the columns leads to the best results, this experiment
compares the average rank of the outlier document when using different columns. Both,
Grubbs (see section 3.1) and k-NN (see section 3.2) have been tested.
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Results

Figure 4.4: Comparison of the results of using different columns of the extracted windows.
The two middle columns (3 and 4) show the best results. Interestingly, column
5 and 6, which are in the black part of an edge, show better results than
column 1 and 2 (which are in the white part of the edge).

Overall, the forth column shows the best result with an average rank of 1.281 for the
Grubbs test (and 1.373 for k-NN). The third column is slightly worse with an average
rank of 1.486 (1.499). The other columns, while still being better than a random guess,
yield significantly worse results. A possible explanation is that the difference between
inkjet and laser printers is most significant directly at the transmission from white to
black. The black columns (5 and 6) show better results than the white (1 and 2) columns.
This was unexpected, but looking at the pictures reveals that inkjet printers indeed often
show a higher variance then laser printers in those columns.

Figure 4.5: Comparison of the black columns in the red window between inkjet (left)
and laser printer (right). The Figure reveals that the variance in the black
columns of the inkjet printer is visibly higher than in the columns of the laser
printer.
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As the forth column shows the most promising results, it is used for the rest of the
experiments unless otherwise noted.

4.3.2 Comparison of Mean, Median and Standard Deviation

The local features presented in Chapter 2 extract values for every connected component
(CC). These values need to be reduced to a single value for every page. Taking the mean,
median or standard deviation of all connected components are three different ways of
doing this, a comparison of which is shown below.

Results

Figure 4.6: Comparison of the average rank using different statistical methods to com-
bine column 4 of all extracted windows. In this case, the median shows the
overall best results for both Grubbs (left) and k-NN (right). The only notable
exception is the scientific literature combined with the Grubbs test, in which
the mean shows the best results.

The results (see Figure 4.6) show that when using the fourth window column, for most
of the document types the median of all connected components yields the best results.
An exception is the literature document type combined with the Grubbs test in which
the mean shows the best result. A difference between mean and median is that the mean
is influenced by every value, including extreme values. In contrast, the median is more
robust against extreme values. The results indicate that these few extreme values are
mostly anomalies and should not be taken into account. The data shows that using the
standard deviation to combine the connected components is generally a lot worse than
using the mean or median. Interestingly, this looks different when using the third instead
of the fourth window column. In the following the same experiment is done using the
third window column.
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Figure 4.7: Comparison of the average rank using different statistical methods to com-
bine all extracted windows using colum 3. In this case the mean shows the
overall best results for both Grubbs (left) and k-NN (right). The only notable
exception is the scientific literature combined with the Grubbs test in which
the median shows the best results.

As mentioned above, the results shown in Figure 4.7, look different in the third window
column. Here the arithmetic mean shows slightly better results than the median. Also
using the standard deviation results in a better average rank than in the forth column.
In the following experiments the median is used, as it shows the best results in the forth
column, and those results are better than the arithmetic mean of the third column.

4.3.3 Comparison of Static and Dynamic Window Size

In Section 2.1.2 a variant of the feature standard deviation on static windows has been
presented. The variant uses a dynamic window height instead of the static 6x6 window.
The window height is stretched to the length of the detected edge in hope of creating a
more robust feature. This experiment analyses the effect of the window height on the
outlier detection.

Figure 4.8: Comparison of the resulting average rank when using static or dynamic win-
dow high. In this feature the fixed window size shows better results for both
Grubbs (left) and k-NN (right)
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Results

The results show that using a variable window size does not improve the algorithm. In
Chapter 2 it has been explained that the algorithm from the feature standard deviation
on static windows (see Section 2.2) sometimes detects a part of a connected component
as an edge, despite it only appearing to be an edge due to the binarization of the image.
It is possible, and due to the results most likely, that this effect is enhanced when using
variable window height. Both anomaly detection algorithms are effected in a comparable
manner by the dynamic window size. This will be further inspected later, when comparing
the results of using all connected components to using only certain characters.

4.3.4 Comparison of Standard Deviation and Mean Change in Grey
Level

Another variation of the standard deviation on a static window feature, is to use the
mean change in grey level alongside a vertical edge instead of the standard deviation
(see Section 2.1.3). This experiment is different than the experiment from Section 4.3.2,
because here the standard deviation alongside a vertical edge is compared to the mean
change in grey level alongside a vertical edge. In the experiment from Section 4.3.2 the
standard deviation was used as a way to combine all connected components from one
document into a single value.

Figure 4.9: Comparison of the average rank calculated by both Grubbs (left) and k-NN
when using the standard deviation with using the mean change in grey value
to calculate the edge roughness. The results are worse when using the mean
change in gray level instead of the standard deviation.

Results

Overall, using the standard deviation along a vertical edge produces better results than
using the mean change in grey level. The only exception is the document type scientific
literature, but the difference between the two methods is small.
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4.3.5 Comparison of using all Connected Components and using
OCR

This experiment compares the results of using tesseract-OCR2 to select specific characters
instead of using all connected components. The rest of the feature extraction is done in
the same way as described in the feature standard deviation on static windows (see Sec-
tion 2.1.1). In the following, the average rank calculated for all connected components is
compared to the resulting average rank when using only specific characters. The following
characters have been extracted in this experiment: BDEFHIJKLMNPRTUbhklpru.

Figure 4.10: Comparison of the resulting average rank calculated by Grubbs (left) and
k-NN (right) when using all CCs with using only the listed characters ex-
tracted with OCR. A very good improvement is seen for paper document
type combined with Grubbs test, for the rest of the document types and all
of k-NN the results are worse.

Results

The results, especially the ones for the contract-like documents, are unexpected. For this
document type the average rank calculated by both anomaly detection algorithms is a
lot worse when limiting the extracted characters compared to using all connected com-
ponents. A possible explanation is that by limiting the observed connected components
to specific characters, the sample size for one page is to small. When using all connected
components on average 1448.01 windows are extracted from one contract, when using
only certain characters on average only 203.28 windows are extracted. For the invoice
type, the results are slightly worse when using only the listed characters. Again this
could be influenced by the lower sample size. A huge improvement from an average rank
of 2.144 to an average rank 1.3699 is seen for the scientific literature combined with
the Grubbs test. It seems that the original idea of limiting the characters does work in
this case. The results indicate that, when using the literature documents together with
all connected components, a lot of “bad” windows are extracted, possible from pictures
or formulas. These influence the results of the Grubbs test. By limiting the extracted
connected components, less “bad” windows are chosen, and the results improve. When
using k-NN this is not reproduced, a discussion about the different results of the anomaly

2http://code.google.com/p/tesseract-ocr/
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detection algorithms can be read in Section 4.4.4, in which the general performance of
Grubbs and k-NN is analyzed.

4.3.6 Comparison of using Static and Dynamic Window Size when
using OCR

This experiment compares the results of using a static window height with the results
of using a dynamic window height in combination with limiting the extracted characters
with the help of OCR.

Result

Figure 4.11: Comparision of the average rank when using static and dynamic window size
together with OCR. The dynamic window approach produces worse results
in all cases.

.

The results are similar to the results of the comparison of static and dynamic window
sizes for all connected components (see Section 4.3.3). The dynamic window size produces
worse results in all cases. It was expected that the results from dynamic window heights
would be better when using OCR. Limiting the characters to characters which have a
long, straight edge (often one edge from the top to the bottom of the character) should
eliminate the effect described in Section 2.2, in which sometimes non-vertical edges are
chosen. Those non-ideal edges seem to be a possible explanation of the poor results when
using a dynamic window height together with all connected components. This explana-
tion is obviously wrong because using OCR resulted in no improvment, therefore another
explanation has to be found. Possible ideas include that longer windows increase the
effect of italic fonts or enhance problems created by paper position distortion [14].

4.3.7 Comparison of using OCR to OCR with Enhanced Window
Positioning

In Section 2.2.2 an alternate window positioning algorithm has been presented. This
experiment compares the results of using the new window position with the old edge
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detection described in Section 2.1 and used in all previous experiments.

Results

Figure 4.12: Comparision of the average rank when using the standard window position
with using the Enhanced Window Positioning. The Enhanced Window Po-
sitioning produces slightly better results for the contract documents. For
the other document types the results are worse.

.

The results in Figure 4.12 show a slight improvement for the contract documents. In
this case the average rank improves from 1.59 to 1.57 when using Grubbs and from 1.73
to 1.62 when using k-NN. This indicates that the enhanced window position theoretical
works. However, the results for the invoices and scientific literature are significantly worse
with enhanced window positioning. The reasons are, that in the invoices and scientific
literature sometimes text get rendered as a picture in parts of the document or is in an
italic font type (see 4.4.1 and following). Tesseract-OCR still detects characters in this
parts. When using “normal” window positioning as described in Section 2.1.1 some of this
characters are rejected during the edge detection, for example because they do not have
long enough edges (due to the reduced printing quality). When using enhanced window
positioning all of those characters are used, and in this case the results are distorted.
Possible improvements could be made by either filtering these characters out during the
OCR process, or maybe by using thresholding during the window positioning.

4.3.8 DCT

Local DCT

In Section 2.3 a feature using DCT coefficients to represent the edge degeneration was
presented. In this experiment, 2x8 windows were extracted directly from the edge of all
available connected components. The connected components extraction as well as the
edge finding was done in the same way as explained in the feature Standard Deviation on
Static Windows (see 2.1.1). A one dimensional DCT was performed on both extracted
columns. In this case all extracted DCT coefficients have been used in the anomaly
detection. Therefore multivariate anomaly detection needs to be used. For this task
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the RapidMiner3 anomaly detection4 extension was used. In this variant the following
anomaly detection algorithms have been used: k-NN, LOF, LOCI. For more information
see [2].

Results

Figure 4.13: Comparison of the average rank calculated by different anomaly detection
algorithms. k-NN shows the overall best results.

Overall, the results when using k-NN are best. For the contracts (and invoice) documents
k-NN delivers the best results with an average rank of 3.11 (5.91) compared to the average
rank of 4.70 (6.13) by LOF or 3.79 (6.28) by LOCI. For the scientific literature however,
k-nn produces the worst results with an average rank of .,52 compared to the average
ranks of 5.45 (LOF) and 5.50 (LOCI). In the case of the literature the difference between
the anomaly detection algorithms is relatively small. That is why k-NN is overall rated
as the best.
However, the results are a lot worse than the results produced beforehand by the other
features and their variants. It has been shown by Schreyer et al [11–13] that using DCT
coefficients as features is possible for printing type recognition. Therefore the problem
is most likely created by the way in which the DCT coefficients were used. Possible
improvements could be:
• Extraction of horizontal window
• Multi-dimensional DCT instead of multiple one-dimensional DCTs

The next experiment shows that DCT coefficients, extracted in a different way, can
produce better results on the used dataset.

Global DCT

Schreyer [11] reported very good results when using a global DCT feature. The used
feature has been outlined in section 2.4. This is a multivariate feature, therefore the

3http://rapid-i.com/content/view/181/190/
4http://madm.dfki.de/rapidminer/anomalydetection
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RapidMiner5 anomaly detection6 plugin has been used. The results of using the global
dct in combination with different anomaly detection algorithms are shown below.

Results

Figure 4.14: Comparison of the average rank using different anomaly detection algorithms
in conjunction with the global DCT feature extraction. k-NN shows the
overall best results.

The results of using the global DCT feature by Schreyer [11] are significantly better than
those using the presented local DCT feature. This is true for all document types and all
anomaly detection algorithms. The best results are produced by k-NN, which calculates
an average rank of 2.003 for the contracts, an average rank of 1.44 for the invoices and
average rank of 3.124 for the papers.
Most interesting are the results for the invoices, which are better than all methods pre-
sented by us. Contrary, some of the presented methods work better for the other two
document types. An explanation is probably that global DCT is a global feature and it
is possible that these are slightly influenced by the content of the documents. On a local
level, the contracts are the most similar to each other as they only contain text. On a
global level, however, they show a high variance in the amount of text they contain. The
invoices on the other hand, show higher variance on a local level than the contracts. For
example due to the logo. However, they are relatively similar to each other on a global
level. They have comparable amounts of text and all of them have a logo at roughly the
same position. It is possible that the global DCT feature is effected by the similarity of
the documents. The even worse results for the scientific literature can be explained that
way too. That could be an explanation why it produces better results for the invoice
than for the other document types.

4.4 Discussion

This section presents several observations that have been made during the experimenta-
tion.

5http://rapid-i.com/content/view/181/190/
6http://madm.dfki.de/rapidminer/anomalydetection
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4.4.1 The Influence of Font Types

Italic font types have a bad influence on the result. This is, for example, shown in dataset
6, page 19. When including page 19 (during the other tests it was always included) the
standard deviation on static windows feature calculates an average rank of 1.977 when
comparing dataset 6 with all inkjet printers. Removing page 19 improves the rank to
1.111. Due to italic font type page 19 gets a relatively high score. The score is higher
than the score of most inkjet printed documents and therefore page 19 becomes rank 1
most of the time. When removing page 19, the inkjet printed documents get the highest
score most of time which improves the result.

Figure 4.15: Incorrect chosen windows due to an italic font. The windows are often
selected from round or askew “edges”.

Figure 4.15 shows an example of the window selection not working properly with an italic
font type. The windows are often selected from either askew edges or round “edges”.

4.4.2 Text rendered as a Picture

Sometimes during the printing process, text can be rendered as picture, reducing the
quality and adding a lot of noise around the edges. As this can effect both inkjet and
laser printers it distorts the results. This happened for example in the dataset 3 page 13.

Figure 4.16: An example of bad printing quality due to rendering text as a picture. Due
to the noise around most characters, selecting windows from the edges in
this picture would result in a higher standard deviation than normal.

29



Documents, where the whole page is effected by this problem, have been excluded during
the experimentation, because that effect was deemed to be ouf of the scope. Including
these pages would have an effect similar to the italic fonts, because it increases the outlier
score in a similar manner.

4.4.3 Performance of Invoices and Scientific Literature

In most tested methods invoices and scientific literature produce worse results than con-
tracts. Possible reasons for this are that in both document types the effects described
in the previous Sections 4.4.2 and 4.4.1 are partly present in some of the documents.
Concerning the invoices, the logo is sometimes printed or scanned with low quality, in
the scientific literature this effect can be found (often in formulas), too. Also both docu-
ment types contain italic fonts. If those effects are only found in parts of the documents,
the pages containing them have not been removed from the dataset, as they are a valid
use case. Those effects create a higher variance in the extracted features, which in turn
results in a worse average rank.
Another disadvantage may be due to the fact that, on average less windows are extracted
from those documents than from the contracts. For example, when using the feature
standard deviation on static windows, an average amount of 461.92 windows is extracted
from the invoices, from the scientific literature an average amount of 799.81 windows are
used, both cases are significantly lower than the average of 1448.01 windows that are
extract from contracts.
The different presented feature extraction methods have an varying influence on both,
reducing or increasing the described effects as well as the number of used windows, which
explains the varying performance of those two document types.

4.4.4 Comparison of Grubbs and k-NN

One topic that has only been briefly addressed during the experiments is the performance
of the anomaly detection algorithms, namely Grubbs and k-NN. It is interesting that
Grubbs usually performs better on the contract type documents while k-NN performs
better on the invoice and scientific literature documents. A possible explanation is that
Grubbs can only detect data points lying far away from the mean. As already mentioned
in section 3.1,the Grubbs test assumes an underlying normal distribution in the data. K-
NN on the other hand can also detect outliers lying in between the rest of the data. For
example when having two clusters, one having a high mean and one having a low mean,
k-NN would be able to detect a point lying between those clusters as an outlier. Grubbs
on the other hand would not detect that point as an outlier, because the estimated mean
would be somewhere between the clusters (and therefore the “outlier” would actually
be relatively close to the mean). This is relevant in some test subjects. Previously it
was explained how several fonts (missing, italic ...) can influence the outlier detection.
On the invoice and literature documents some pages have either italic fonts (often in
formulas in the literature) or text rendered as pictures in parts of the document. If those
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effects are only present in parts of the document, the document is still tested (as this is
a relevant use case). When, for example, comparing different literature documents from
the same printer it is possible that some of the pages are influenced from those effects
and others are not. In this case the normal documents would form two clusters after the
feature extraction. When comparing those two normal clusters to an outlier it is possible
that the outlier lies in between those clusters and in that case only k-NN can detect it
correctly.
An example of this effect can be found in being the case are the invoices of dataset
21. When using the standard deviaton on static windows (see section 2.1), 4 pages of
the invoice types produce a significantly higher standard deviation than the rest of the
documents, due to effects explained above. When comparing dataset 21 with all inkjet
printed invoices using Grubbs an average rank of 5.81 is achieved. When using k-NN on
the same test an average rank of 3.84 is achieved. While the result of k-NN is far from
perfect it is a significant improvement compared to Grubbs (in this specific test sample).

4.4.5 General Reasons that lower the average Rank

Another reason that lowers the average rank regardless of the used anomaly detection
is that the feature extraction results into similar feature values for “bad” laser printers
compared to modern and expensive inkjet printers. In this case the extracted values of
the inkjet printed documents are only slightly higher than the values extracted from laser
printed documents. This sometimes results in a wrongly detected outlier document.

4.5 Summary of the Experiments

In the following a comparison of all different methods is given. For a better overview the
best performing algorithms have been depicted in the following comparison. Schreyers
global DCT feature [11], with k-NN for anomaly detection, is used as a baseline to show
the improvements of this thesis. From the presented methods the features standard devi-
ation on static windows using all connected components and the same feature combined
with OCR are shown. The results for both Grubbs and k-NN are presented.
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Figure 4.17: Comparison of the achieved results for invoice documents of the presented
methods with the global DCT feature. Using this document type Schreyer’s
global DCT achieves the best results. Here, the presented methods generally
work better together with k-NN.

Figure 4.17 shows the comparison of the results achieved for the invoice documents. In this
case Schreyer’s global DCT feature achieves the best results. A possible explanation why
the global DCT works so good for invoice documents has been presented in Section 2.4.
A possible explanation why the presented features do not perform as good for the invoice
documents can be read in Section 4.4.3. Comparing k-NN with Grubbs shows that k-NN
outperforms Grubbs in this case, a possible explanation for this is given in section 4.4.4.

Figure 4.18: Comparison of the achieved results for contract documents of the presented
methods with the global DCT feature. For this document type the standard
feature using all connected components shows the best results. Grubbs is
generally better than k-NN for contracts.

Figure 4.18 shows the comparison of the results achieved for contract-like documents.
Contrary to the invoices, the presented methods outperform global DCT. OCR has a
negative influence on the results for this document type. Possible reasons for this have
been discussed in Section 4.3.5.
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Figure 4.19: Comparison of the achieved results for scientific literature documents of the
presented methods with the global DCT feature. For this document type
a significant improvement has been achieved. Grubbs in conjunction with
OCR yields the best results. However k-NN performs better than Grubbs
without OCR.

Figure 4.19 shows the achieved results for the scientific literature. This document type
shows the best improvements compared to the global DCT features. The best result
is achieved when combining OCR with Grubbs test, even though k-NN outperforms
Grubbs without OCR, because of reasons explained in Section 4.4.4 . Combining OCR
with Grubbs outperforms k-NN in this case. Possible reason for this have been discussed
in Section 4.3.5.

So far, the document types have only been examined separately from each other. This
makes sense because of the varying performance of the presented methods for the different
document types. For a last comparison the overall results, when combining all document
types, are presented.

Figure 4.20: Comparison of the achieved results for all documents of the presented meth-
ods and the global DCT feature. Overall, when using all document types at
once, k-NN works better than Grubbs and using all connected components
works better than OCR.
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Figure 4.20 shows the results of the different methods when using all documents at once.
The best results are achieved when using k-NN together with the standard deviation on
static windows. Compared to globald DCT an improvement from an average rank of 2.19
to an average rank of 1.52 is achieved.
The above comparison shows the results when running one of the presented method over
all document types. Another possibility is to calculate the overall result when using the
best method for every document type. This means for invoices the standard deviation on
static windows with k-NN, for contracts the standard deviation on static windows with
Grubbs and for scientific literature the standard deviation on static windows combined
with OCR has been chosen.

Figure 4.21: Comparison of the overall achieved results when combining the best methods
for every document type and global DCT.

Figure 4.21 shows a comparison of the overall results of global DCT and the results
achieved when combining the best presented methods for all document types. It shows
an overall improvement from an average rank of 2.19 (global DCT) to an average rank
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of 1.44 when using the best presented methods.
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5 Conclusion

As outlined in Section 1.1, distinguishing between different printing techniques is a useful
process in the context of document authentication. Therefore, the goal of this thesis was
to create a system being able to discriminate between different printer types. It should
work with unsupervised anomaly detection and documents scanned at a moderately low
resoultion (400 dpi). The whole process was divided into two main steps: feature extrac-
tion and anomaly detection.
Several features with different variants, have been implemented and compared to the
global DCT feature by Schreyer [11]. Admittedly, not all ideas to improve the feature
extraction worked as expected. The experiments have shown that some improvement
ideas of the features did not achieve better results. Possible reasons and ideas how to
further improve them have been discussed in the evaluation Chapter (4). None the less,
the final results of the best working features and anomaly detection algorithms look very
promising. Combining the best possible features resulted in a significant improvement
compared to global DCT. Examining the different documents types separately from each
other resulted in a good improvement for two out of three document types. Reasons for
the varying results of the different document types have been discussed as well within
the evaluation chapter.
In addition to the feature extraction, two different unsupervised anomaly detection algo-
rithms - Grubbs and k-NN - have been implemented and tested. Both show promising
results in different test cases. Possible reasons for the varied results in the different test
cases have been examined and presented.
Furthermore a dataset featuring unique test cases for different printers has been created
and published. The dataset offers a huge varian of unique pages of three different basic
types. Due to releasing both the scanned documents as well as the original PDFs the
dataset can either be reused for research as it is or expanded, by adding more printers,
for future work.

5.1 Future Work

Some possible improvements for variants of the presented feature have already been dis-
cussed in the evaluation in Chapter 4. This thesis focuses on edge roughness and de-
generation. In the diploma thesis from Schreyer [11], several other differences between
printing techniques have been presented. For example, all printing techniques produce
a varying amount of noise. According to Schreyer [11] it can be generally assumed that
laser printers generate more noise than inkjet printers. This and other printing technique
features, could be combined with the presented features, which focus on edge roughness

36



and degeneration, for a possible improvement of the results of the unsupervised anomaly
detection approach.
Also the printing technique recognition could be used in conjunction with other ap-
proaches for document authentication. Several possible approaches have been outlined
in Section 1.2.
Increasing the sample size of available printers in the dataset could also be a future goal.
The dataset can be used for all kinds of experiments, therefore continually increasing the
sample size would be desirable.
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